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Abstract

The application of general clock skew scheduling is practically
limited due to the difficulties in implementing a wide spectrum of
dedicated clock delays in a reliable manner. This results in a sig-
nificant limitation of the optimization potential. As an alterna-
tive, the application of multiple clocking domains with dedicated
phase shifts that are implemented by reliable, possibly expensive
design structures can overcome these limitations and substantially
increase the implementable optimization potential of clock adjust-
ments. In this paper we present an algorithm for constrained clock
skew scheduling which computes for a given number of clocking
domains the optimal phase shifts for the domains and the assign-
ment of the individual registers to the domains. For the within-
domain latency values, the algorithm can assume a zero-skew clock
delivery or apply a user-provided upper bound. Our experiments
demonstrate that a constrained clock skew schedule using a few
clocking domains combined with small within-domain latency can
reliably implement the full sequential optimization potential to date
only possible with an unconstrained clock schedule.

1 Introduction

Clock skew scheduling [1], often denoted as “cycle stealing”,
computes a set of individual delays for the clock signals of the reg-
isters and latches of synchronous circuits to minimize the clock pe-
riod. The schedule globally tunes the latching of the state holding
elements such that the delays of their incoming and outgoing paths
are maximally balanced. The computed intentional differences in
the clock arrival times, also referred to as “useful skew”, are then
implemented by designing dedicated delays into the clock distri-
bution. In practice, a clock schedule with a large set of arbitrary
delays cannot be realized in a reliable manner. This is because the
implementation of dedicated delays using additional buffers and in-
terconnections is highly susceptible to within-die variations of pro-
cess parameters. As a consequence, the practically applicable max-
imum differences for the clock arrival times are typically restricted
to less than 10% of the clock period, which limits the optimization
potential of clock skew scheduling.

As an alternative to clock skew scheduling, retiming [2] bal-
ances the paths delays by relocating the registers. Although retim-
ing provides a powerful sequential optimization method, its practi-
cal use is limited due to the impact on the verification methodology,
i.e., equivalence checking and functional simulation. Furthermore,
the use of retiming for maximum performance often causes a steep
increase in the number of registers [3], requiring a larger effort for
clock distribution and resulting in higher power consumption.

Multiple clocking domains are routinely applied in designs to

realize several clocking frequencies and also to address specific
timing requirements. For example, a special clocking domain that
delivers a phase-shifted clock signal to the registers close to the
chip inputs and outputs is regularly used to achieve timing clo-
sure for ports with extreme constraints on their arrival and required
times. In principle, a multi-domain approach could also be used to
realize larger clock latency variations for all registers. In combina-
tion with a within-domain clock skew scheduling algorithm, they
could implement an aggressive sequential optimization that would
be impractical with individual delays of register clocks. The mo-
tivation behind this approach is based on the fact that large phase
shifts between clocking domains can be implemented reliably by
using dedicated, possibly expensive circuit components such as
“structured clock buffers” [4], adjustments to the PLL circuitry, or
simply by deriving the set of phase-shifted domains from a higher
frequency clock using different tapping points of a shift register.

In our terminology, we use the termclock latencyof a register
to denote its clock arrival time relative to a common origin of time.
Note that the origin can be chosen arbitrarily; different origins sim-
ply correspond to different offsets added to all register latencies.
Clock skewrefers to the relative difference of the clock latencies
of registers. We use the termclock phase shift of a domainto de-
note an offset of the latency common to all registers of that domain.
Thewithin-domain latencyis defined as the difference between the
clock latency of a register and the phase shift of its domain. Thus
a zero within-domain latency means that all register latencies of a
domain are equal to the phase shift of the domain.

In current design methodologies, the specification of multiple
clocking domains is mostly done manually as no design automa-
tion support is available. In this paper we present an algorithm
for constrained clock skew schedulingwhich computes for a user-
given number of clocking domains the optimal phase shifts for the
domain clocks and the assignment of the circuit registers to the
domains. For the clock distribution within a domain, the algorithm
can assume a zero-skew clock delivery or apply a user-provided up-
per bound for the within-domain latency. Our experiments demon-
strate that a clock skew schedule using a few domains combined
with a small within-domain latency can reliably implement the full
optimization potential of an unconstrained clock schedule.

Our algorithm is based on a branch-and-bound search for the
assignment of registers to clocking domains. We apply a satisfi-
ability (SAT) solver based on a problem encoding in conjunctive
normal form (CNF) to efficiently drive the search and compactly
record parts of the solution space that are guaranteed to contain no
solutions better than the current one. The combination of a modern
SAT solver [5] with an underlying orthogonal optimization prob-
lem provides a powerful mechanism for a hybrid search that has
significant potential for other applications in many domains.
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For simplicity, our descriptionwill be basedon circuits which
have initially a singleclocking domainandincludeonly registers
that aretriggeredat the sameclock edge. However, all presented
conceptscanbe extendedto moregeneral casesincludingcircuits
which have initially multiple, possiblyuncorrelatedclocking do-
mainsandalsoincludelevel-sensitive latches.

2 Unconstrained Clock Skew Scheduling
In thissection,werevisit thealgorithmicbasefor unconstrained

clock skew schedulingwhich is extendedto theconstrainedcasein
the following section. Given a sequentialcircuit, the objective of
genericclock skew schedulingis to determinean assignment of
latenciesto registersin orderto minimize the clock period,while
avoiding clockinghazards[1].

Let G � �
V � Esetup � Ehold � denotethetiming graphfor asequen-

tial circuit. The set of verticesV corresponds to the registersin
the circuit and includesa single vertex for all circuit ports. The
setsEsetup � V � V andEhold � V � V denotethesetupedgesand
hold edges,respectively. Esetup containsfor eachsetof combina-
tional circuit pathsbetweenregisters(or a port) u andv a directed
edgee � �

u � v� with weightw
�
u � v� � Tcycle � dmax

�
u � v��� dsetup

�
v� ,

wheredmax
�
u � v� representsthelongestcombinationaldelayamong

all pathsbetweenu andv, dsetup
�
v� denotesthesetuptimeatv, and

Tcycle is thecycle period. Ehold consistsof a setof reversededges
ehold

� �
v� u� with weight w

�
v� u� � dmin

�
u � v�	� dhold

�
v� , where

dmin
�
u � v� is the shortestcombinationaldelayamongall pathsbe-

tweenu andv anddhold
�
v� denotesthehold timeat v.

By construction G is stronglyconnectedandcontainsat least
onesetupedge. We assumethatall weightsof hold edgesarenon-
negative, i.e., 
 e � Ehold : w

�
e�
� 0. This restrictionsimplifiesthe

presentation, however, all algorithmscanbe extendedeasilyfor a
relaxedconditionthatjustprohibitsnegative hold time cycles.

Let l : V ��� assigna clock latency to each register and
E � Esetup � Ehold. We want to determinean optimal clock skew
schedule l

�
v� � v � V suchthat:
 � u � v� � E : l

�
v��� l

�
u��� w

�
u � v��� 0 (1)

Tcycle � min

Thecomputedvaluesl give for eachregistertheadditionalde-
lay (or advanceif l � 0) of its clock signalsuchthatthecircuit can
be clocked with the minimum cycle periodTcycle. Note that con-
dition (1) ensuresthat the setupandhold constraintsaresatisfied
asmodeledby theedgesEsetup andEhold, respectively. Figure1(a)
gives an exampleof a circuit; the corresponding timing graphis
given in part (b). The setupandhold timesof registersandports
areassumedto be 0. The solid anddashedarcscorrespondto the
setupedgesEsetup andhold edgesEhold, respectively.

Computationof the optimal clock schedule is closely related
to detectionof thecritical cyclewhich is thestructuralcycle with
themaximumvaluefor total_delay� num_registers (ignoringhold
edges).Detectingthecritical cycle is equivalent to computing the
maximummeancycle (MMC) of a weightedcyclic graph. Our
approach is mainly basedon Burn’s work [6, pp. 42-56], which
is to our knowledgeoneof the fastestpracticalalgorithmsfor the
MMC computation.

Algorithm 1 describesan adaptationof Burn’s iterative MMC

computationfor thegivenproblem.Thebasicideais to iteratively
decreaseTcycle andcompute thecorrespondingclock schedule l at
eachstepuntil a critical cycle is discovered. First, the algorithm
initializes the schedule with all latenciessetto 0 andTcycle to the
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Figure1: Examplefor unconstrainedclock skew scheduling: (a)
circuit structure with gate delays, (b) initial timing graph for
Tcycle

� 8, (c-e)timing graphsatseveraliterationsleadingto acrit-
ical cycle at Tcycle

� 6.

maximumedgedelayplusthesetuptime. At eachiteration,theset
of edgescritical underthe currentschedule form the critical sub-

Algorithm 1 UNCONSTRAINEDSKEWSCHEDULING (G)

1 foreach v � V : l
�
v� � 0

2 Tcycle
� max� dmax

�
u � v��� dsetup

�
v��� � u � v� � Esetup  

3 while (true)
// computecritical edgesof G yielding critical graphG!

4 E !setup
� � � u � v��� � u � v� � Esetup " w

�
u � v��� l

�
v��� l

�
u� � 0 

5 E !hold
� � � u � v�#� � u � v� � Ehold " w

�
u � v��� l

�
v��� l

�
u� � 0 

6 G! � �
V � E !setup � E !hold �

7 if (G! containscycle with at leastoneedgee � E!setup)
8 return l � Tcycle // critical cycle found

// computefor eachvertex longestdistance∆ from rootsin G!
9 repeat foreach v � V until no change

10 ∆
�
v� � $% & 0 : if v is root of G!

max�'� ∆ � u��� 1 � � u � v� � E !setup  �� ∆ � u��� � u � v� � E !hold  ( : otherwise

// computeconservative valuefor reducingTcycle
11 θ � ∞
12 foreach

�
u � v� � Esetup

13 if (∆
�
u��� ∆

�
v��� 1 ) 0)

14 θ � min � θ � w * u + v,.- l * u,0/ l * v,
∆ * u,1- ∆ * v,2/ 1  

15 foreach
�
u � v� � Ehold

16 if (∆
�
u��� ∆

�
v� ) 0)

17 θ � min � θ � w * u + v,.- l * u,0/ l * v,
∆ * u,3- ∆ * v,  

// updatevaluesfor l andTcycle
18 foreach v � V : l

�
v� � l

�
v��� θ 4 ∆ � v�

19 Tcycle
� Tcycle � θ
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graphG! (lines4–6). If G! containsa cycle with at leastonesetup
edge,thecritical cycle hasbeenfoundandtheschedule l andbest
Tcycle arereturned(line 8). Otherwise,a conservative decrement
θ for thecycle periodis computedbasedon a one-steplookahead
from the endsof the critical subgraph(lines 12–17). This calcu-
lation and the fast updateof the schedulel usesthe longest dis-
tance∆

�
v� of vertex v from any root of G! (line 10). Note that

G! may containcyclesformedby hold edgesonly. However, the
incrementsof the ∆ valuesalongsuchcyclesare0 andthuscon-
vergenceis guaranteed. At the endof eachiterationthe schedule
l andTcycle areupdated(lines 18,19). Note that whenalgorithm
UNCONSTRAINEDSKEWSCHEDULING terminates,thesumof the
edgeweightsw of thecritical cyclesis equalto zero.

For the given examplein Figure1, the first iterationof Algo-
rithm 1 resultsin the graph depictedin part (c) where the two
critical edges

�
v1 � v2 � and

�
v3 � v4 � with delaysequal to the cur-

rent clock periodarehighlighted. Now, ∆
�
v2 � � ∆

�
v4 � � 1, and

∆
�
v1 � � ∆

�
v3 � � 0. Theedge

�
v2 � v3 � determinesθ � 1 asthemax-

imum amountby which Tcycle canbe reduced. ThusTcycle
� 7 at

theendof theiterationandthevertex latenciesareasshown in part
(c). The following iteration (d) addsone new critical edge,and
θ � 1 resultsin Tcycle

� 6. The next iteration (e) finds a critical
cycle andreturnsTcycle

� 6 asthebestpossiblecycle time.

3 Multi-Domain Clock Skew Scheduling

3.1 Problem Formulation
Multi-domain clock skew schedulingof a timing graph G ��

V � Esetup � Ehold � for asmallnumberof domainsimposesadditional
constraintson the valuesfor clock latencies.For a given number
of clockingdomainsn anda maximumpermissiblewithin-domain
latency δ, all clock latenciesmustfit into n valueranges�

l
�
d1 � � l � d1 ��� δ �45454�

l
�
dn � � l � dn ��� δ �

wherel
�
di � denotesthe phaseshift of domaini. The objective of

multi-domainclock skew scheduling is to determinedomainphase
shifts l

�
d � andregister latenciesl

�
v� that satisfy the above range

constraintsandminimizetheperiodTcycle.
For a formalmodelweextendthedefinitionof thetiming graph

by introducinga setof domainverticesandconditional edgesbe-
tweenregistersand domains. Let G � �

V � D � Esetup � Ehold � Econd�
denoteamulti-domaintiming graphwherethesetof verticesV and
setsof edgesEsetup andEhold have thesamedefinitionasbefore.D
representsasetof verticesthatcorrespondto theclockingdomains
andEcond

� �
V � D � � �

D � V � areconditional edgesassociating
theregistersto thedomains.For eachpairv � V � d � D two locking
edges

�
v� d � and

�
d � v� are includedin Econd with the conditional

weightsw
�
v� d � andw

�
d � v� , respectively. Using a setof Boolean

variablesx
�
v� d � �6� 0 � 1 theweightsaredefinedasfollows:

w
�
v� d � �87 δ : if x

�
v� d � � 1

∞ : otherwise

w
�
d � v� �87 0 : if x

�
v� d � � 1

∞ : otherwise

The Booleanattribute x
�
v� d � is true if registerv is assignedto

domaind. Let l
�
d � bethephaseshift of domaind. Theconditional

weightsontheedgesof Econdensurethatthelatency l
�
v� of register

v is boundby l
�
d �:9 l

�
v�:9 l

�
d ��� δ if v is assignedto d.

Let E � Esetup � Ehold � Econd. For constrainedclock skew
scheduling we want to determinea setof registerclock latencies
l
�
v� � v � V, domain phaseshifts l

�
d � � d � D, and assignments of

registersto domainsx
�
v� d � suchthat:
 � u � v� � E : l

�
v��� l

�
u��� w

�
u � v�
� 0 (2)
 v � V : ∑;

d

x
�
v� d � � 1 (3)

Tcycle � min

Similar to the unconstrained case,constraint(2) ensuresthat
all setupand hold time constraintsare satisfiedand furthermore
that all registersassignedto a domaindo not exceedthe specified
maximumwithin-domainlatency. Condition(3) specifiesthateach
registerhasto beassignedto exactly onedomain.

3.2 Base Algorithm

The problemformulation for constrainedclock skew schedul-
ing presentedin the previous sectionestablishesa Mixed Integer
LinearProgram(MILP). Unfortunately, thesizeof practicalprob-
lem instancesinvolving thousandsof registersmakestheir solution
intractablefor genericMILP solvers.

Our objective is to efficiently solve theconstrainedclock skew
scheduling problemfor a smallnumber of domains. We usea hy-
brid approach combiningaCNF-basedSAT solver with amodified
versionof thescheduling algorithmusedin theunconstrainedcase.
We usethe SAT solver for enumeratingthe assignmentsof regis-
tersto domainsbasedon thepresentedencoding with theBoolean
variablesx. Booleanconstraintsareappliedto restrict the search
to valid assignmentsaccordingto condition (3) and to incremen-
tally recordpartsof thesolutionspacethatdo notcontainsolutions
thatarebetterthanthebestfound thusfar. This recordingis done
by addingconflict clausesto the SAT problemwhich prevent the
solver from revisiting symmetricpartsof thesolutionspace.

Thebasicflow of our approachis shown in Algorithm 2. After
initialization on lines 1 and 2, an empty CNF formula φ is cre-
atedwith a setof variablesfor theregistersandclockingdomains.
The procedure INITIALCONSTRAINTS thenaddsan initial setof
Booleanconstraintsto φ that encodevalid register-to-domainas-
signmentsandrepresentnecessaryconditionsfor theoptimization
problem. Next the SAT solver is called iteratively to find a com-
pletesatisfyingassignment xSAT with respectto φ. For eachgener-
atedsatisfyingassignment,oneof thefollowing applies:(1) if the
minimum possibleperiodfor the configurationis greaterthanthe
currentbestvaluefor Tcycle, thenthiscanbedetectedby anegative
cyclein thegraphconfiguredby xSAT , or (2) if therearenonegative
cycles,thenTcycle canbefurtherimprovedusingBurn’salgorithm.

In the first case the procedure NEGCYCLECONSTRAINTS

learnsthenegativecyclesby addingcorrespondingCNFconstraints
to φ. In thesecondcasethemodifiedcritical cycle analysisshown
in Algorithm 3 is invoked to further improve Tcycle until a tighter
critical cycle is reached.Following this optimizationstep,thepro-
cedureTIGHTENINGCONSTRAINTS addsa setof new CNF con-
straintsto φ which encodethecritical cyclesin G andothercondi-
tionsthatarenecessaryfor improving thesolution.

Thenegativeandcritical cycleconstraintsjointly ensurethatno
configurationwith previously encounteredcyclesis revisited. The
iterationbetweenthe SAT solver andthe critical cycle analysisis
continueduntil no new solutioncanbe found. At this point, the
valuesfor thelastTcycle andl presentstheoptimalsolutionfor the
constrainedclock skew scheduling problem.
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Algorithm 2 CONSTRAINEDSKEWSCHEDULING (G)

1 Tcycle
� max� dmax

�
u � v��� dsetup

�
v��� � u � v� � Esetup  

2 φ � emptyCNFformulawith variables� x � v� d �#� v � V � d � D  
3 INITIALCONSTRAINTS

�
G � φ �

4 while (true)
5 xSAT

� SATSOLVE (φ)
6 if (xSAT

� UNSAT)
7 return l � Tcycle

8 if (G containsnegative weightedcycle)
9 NEGCYCLECONSTRAINTS

�
G � Tcycle � φ � xSAT �

10 else
11 l � Tcycle

� CONDITIONALSCHEDULE
�
G � xSAT �

12 TIGHTENINGCONSTRAINTS
�
G � Tcycle � φ � xSAT �

Thefollowing sectionsdescribethedetailsof the invidual pro-
ceduresusedin Algorithm 2. Section3.3 outlineshow the basic
algorithmpresentedin this sectioncanbefurtherimproved.

3.2.1 Algorithm CONDITIONALSCHEDULE

Algorithm 3 givesthepseudo-codefor themodifiedcritical cy-
cle analysis.Theassignment to xSAT is usedto “activate” someof
theconditional edgesof Econd, which arethentreatedin thesame
way astheedgesof Ehold in Algorithm 1.

To simplify the presentationof the algorithmicflow, we show
all register latenciesinitialized to 0 andTcycle is set to the maxi-
mumcombinationaldelayeachtime Algorithm 3 is invoked. This
ensuresa valid startingpoint for Burn’s algorithm. Furthermore,
CONDITIONALSCHEDULE is only appliedif G doesnot contain
any negative cycle for thecurrentTcycle – thusit is guaranteedthat
a schedule with anequalor smallervaluefor Tcycle canbefound.

In theactualimplementation,thedetectionof negativecycleson
line 8 of Algorithm 2 andthecomputationof valid registerlatencies
for the given bestTcycle is combined using a singleanalysisrun.

Algorithm 3 CONDITIONALSCHEDULE (G � xSAT )

1 foreach v � V : l
�
v� � 0

2 Tcycle
� max� dmax

�
u � v��� dsetup

�
v��� � u � v� � Esetup  

3 while (true)
4 E !setup

� � � u � v��� � u � v� � Esetup " w
�
u � v��� l

�
v��� l

�
u� � 0  

5 E !hold
� � � u � v��� � u � v� � Ehold " w

�
u � v��� l

�
v�<� l

�
u� � 0  

6 E !cond
� � � u � v�#� � u � v� � Econd " w

�
u � v��� l

�
v��� l

�
u� � 0 

7 G! � �
V � E !setup � E !hold � E !cond�

8 if (G! containscycle with at leastoneedgee � E!setup)
9 return l � Tcycle // critical cycle found

10 repeat foreach v � V until no change

11 ∆
�
v� � $% & 0 : if v is root of G!

max�'� ∆ � u��� 1 � � u � v� � E !setup  �� ∆ � u��� � u � v� � E !hold � E !cond ( : otherwise

12 θ � ∞
13 foreach

�
u � v� � Esetup

14 if (∆
�
u�<� ∆

�
v��� 1 ) 0)

15 θ � min� θ � w * u + v,1- l * u,2/ l * v,
∆ * u,3- ∆ * v,2/ 1  

16 foreach
�
u � v� � Ehold � Econd

17 if (∆
�
u�<� ∆

�
v� ) 0)

18 θ � min� θ � w * u + v,1- l * u,2/ l * v,
∆ * u,1- ∆ * v,  

19 foreach v � V : l
�
v� � l

�
v��� θ 4 ∆ � v�

20 Tcycle
� Tcycle � θ

This providesa goodstartingpoint for tighteningthecritical cycle
andthusavoidsunnecessary iterationsof Burn’s algorithm.

3.2.2 Algorithm INITALCONSTRAINTS

Therearetwo setsof initial constraintsfor theSAT solver. The
first setensuresthateachregisteris assignedto exactlyonedomain.
This is encodedby the following setof CNF clausesfor all v � V
andall di � d j � D � i =� j: > ;

d

x
�
v� d �

x
�
v� di ��? x

�
v� d j �

To avoid visiting symmetricdomainassignments,onecaneither
encode a corresponding setof CNF constraintsthat excludethese
cases,or definea totalorderingof thephaseshiftsof theindividual
domainssuchthat:

i � j @ l
�
di �
9 l

�
d j �

In our approach we chosethe latter methodwhich canbe en-
forcedby addinganedge

�
di � di / 1 � to thetiming graphwith weight

w
�
di � di / 1 � � 0. Algorithm 4 summarizesthegeneration of initial

constraints.

Algorithm 4 INITIALCONSTRAINTS (G � φ)

1 foreach v � V
2 φ � φ � � �BA ; d x

�
v� d �C�  

3 foreach di � d j � D � di =� d j

4 φ � φ � � � x � v� di �D? x
�
v� d j �5�  

5 foreach i : 0 � i � �D �C� 1
6 Ehold

� Ehold � � � di � di / 1 �  
7 w

�
di � di / 1 � � 0

In the actual implementation,the edgeweights are set to a
slightly tightervaluew

�
di � di / 1 � � � δ excluding“overlapping” so-

lutions which can occur due to the within-domain latency of up
to δ. However, usingnegative weightsfor the domain-to-domain
edgesrequiresspecialcarefor the initialization of the schedule l
for Burn’s algorithm.

3.2.3 Algorithm NEGCYCLECONSTRAINTS

Algorithm NEGCYCLECONSTRAINTS is invoked if the graph
currently configured cannotimplementthe bestcycle time Tcycle
found thusfar. This situationis detectedby finding a cycle in G
that containsat leastonesetupedgeandhasa non-positive cycle
weight. Clearly, any suchcycle mustcontainat leastonepair of
“active” conditional edgesfrom Econd. This is becausea negative
cycle just consistingof edgesfrom Esetup � Ehold constrainsthe
minimum valueof Tcycle independentlyof the domainassignment
andhencewould have beendetectedearlier.

The negative or zero weighted cycles are encodedas CNF
conflict clausesand addedto φ. For example, if a cycle con-
tains the two conditional edges

�
v1 � d1 � and

�
v2 � d2 � , the clause

x
�
v1 � d1 �<? x

�
v2 � d2 � is addedwhich ensuresthat in the futureboth

edgesarenotactivatedatthesametime. Sincethenumberof cycles
is generallyexponential,our implementationusesa greedyheuris-
tic which encountersall cyclesup to four conditional edges.Our
experimentsshow that this schemeprovidesan efficient meansto
keepthenumber of learnedclausessmallandat thesametime en-
surequick convergence. Algorithm 5 summarizesthe learningof
negative cycle constraints.
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Algorithm 5 NEGCYCLECONSTRAINTS (G � Tcycle � φ � xSAT �
1 foreach cycle Ecycle � Esetup � Ehold � Econd

with ∑eE Ecycle
w
�
e�F9 0 andat leastoneedgee � Esetup

2 φ � φ � � �BA ; eE Ecycle G Econd
x
�
e�5�  

3.2.4 Algorithm TIGHTENINGCONSTRAINTS

If no negative cyclesareencounteredalgorithm CONDITION-
ALSCHEDULE is invoked to improve the clock period Tcycle and
calculatea corresponding schedulel . After this computation, a set
of constraintsencodingthe zero-weightcritical cycles are added
which prevent revisiting a configurationwith an identicalcritical
cycle.

Algorithm 6 TIGHTENINGCONSTRAINTS (G � Tcycle � φ � xSAT �
// Critical cycle constraints

1 foreach cycle Ecycle � Esetup � Ehold � Econd
with ∑eE Ecycle

w
�
e� � 0 andat leastoneedgee � Esetup

2 φ � φ � � �BA ; eE Ecycle G Econd
x
�
e�5�  

// Precedenceconstraints
3 foreach di : 0 � i � �D �
4 foreach dj : i 9 j � �D �
5 foreach u � v � V � u =� v
6 wP � u � v� � SHORTESTPATHLENGTH

�
G � u � v�

7 if (wP � u � v��� �
1 � i � j � 4 δ 9 0)

8 φ � φ � � � x � v� di ��? x
�
u � d j �C�  

Algorithm 6 gives the generalcomputationof the tightening
constraintslearnedwhenTcycle is improved.Thecritical cyclecon-
straintsarecomputedon lines1–2.Lines3–8determinetheprece-
denceconstraintswhich arisedueto the enforceablevalueorder-
ing of phaseshiftsbetweenindividual domains, similar to theones
generatedin procedure INITIALCONSTRAINTS. For example, if
the weight of an edge

�
u � v� � Esetup � Ehold is lessthanor equal

to 0, condition (2) in the MILP formulation implies l
�
v�H� l

�
u� .

Becauseof the assumedorderingof domainsthis inequality can
be learnedthroughthe following set of clausesgeneratedfor all
di � d j � D : i � j:

x
�
v� di �D? x

�
u � d j �

Theseclauseseffectively capturethe constraintthat any satis-
fying configurationxSAT canonly allow assignments x

�
u � di � and

x
�
v� d j � wherei 9 j. Theconditioncanbeappliedmoregenerally

by includingany pathfrom u to v formedby edgesof Esetup � Ehold
with negative pathweight. WhenTcycle is decreased, all edgesin
Esetup decreasein weight. The precedence constraintcanthenbe
impliedonasubsetof pathsin G � �

V � Esetup � Ehold � whoseweights
become negative. Again, overlappingsolutionscan be avoided
by tightening theseconstraintsby the sum of the bounds on the
within-domainlatencies.For anefficient generationof precedence
constraints,anincrementalAll-Pairs-Shortest-Pathalgorithm[7] is
usedto updatethe shortestpathdelaysbetweenany pair of nodes
in G whenever Tcycle is improved.

3.2.5 Example

Figure2 shows themulti-domaintiming graphsfor two config-
urationsfor the exampleof Figure1 with two clocking domains
andwithin-domainlatency δ � 0. The minimum periodwith two
domains(Tcycle

� 7) is achieved by configuration(b). Note that
with threedomains the minimum clock period is 6, which is just

the solutionfor theunconstrainedcaseasderived in Figure1. In-
deed,theoptimumclock periodachievedin theunconstrainedcase
providesa lower boundfor the optimumperiodwhenthe number
of domainsis constrained.

For theconstrainedclock skew schedulingexamplein Figure2,
thereareat most �D � IV I � 25 � 32 differentconfigurationsto ex-
plore in order to compute the smallestperiod with two domains.
The key for efficiently pruning the searchis basedon the obser-
vation that the periodof a particularconfigurationis limited only
by the subsetof the register-domainassignmentsthat correspond
to critical cyclesin the timing graph. For example,after the SAT
solver generatesthe configurationin Figure 2(a), we can avoid
any other configurationwith either the assignmentsx

�
v1 � d1 � �

x
�
v2 � d1 � � 1 or x

�
v3 � d2 � � x

�
v4 � d2 � � 1, sincethecorresponding

critical cyclesalwayslimit Tcycle to 8. This is encodedby adding

thefollowing two CNFconflict clausesto φ:
�
x
�
v1 � d1 ��? x

�
v2 � d1 �5�

and
�
x
�
v3 � d2 ��? x

�
v4 � d2 �5� .

When the configurationin Figure2(b) is visited, Tcycle is up-
datedto 7 andthecorresponding critical cyclesarelearned.In this
manner, thealgorithmcontinuouslygeneratesvalid configurations,
prunesthe remainingsearchspaceby learningcritical cycles,and
improvesTcycle until theSAT solver is unableto find anothersatis-
fying register-domainassignment.

(a) (b)Tcycle J 8 Tcycle J 7

l K d1 L5J 0 l K d2 L5J 0

l K v4 L5J 0

l K v1 L5J 0l K v2 LCJ 0

l K vio LCJ 0

l K v3 LCJ 0

l K v1 LCJ 0

l K d1 L5J 0 l K d2 LCJ 1

l K v2 L5J 1

l K v4 L5J 1
l K v3 LCJ 0

l K vio L5J 0

Figure 2: Two register-domainassignments for the circuit from
Figure1 optimizedfor two clockingdomains: (a)1. configuration:� x � v1 � d1 � � x

�
v2 � d1 � � x

�
vio � d1 � � 1 � x � v3 � d2 � � x

�
v4 � d2 � � 1 ;

Critical cycles:
�
d1 � v1 � v2 � , � d2 � v3 � v4 � ; Tcycle

� 8, (b) 2. configura-
tion: � x � v1 � d1 � � x

�
v3 � d1 � � x

�
vio � d1 � � 1 � x � v2 � d2 � � x

�
v4 � d2 � �

1  ; Critical cycles:
�
d1 � v1 � v2 � v3 � , � d2 � v2 � v3 � v4 � ; Tcycle

� 7.

3.3 Further Algorithmic Improvements

The basealgorithm works efficiently for larger circuits up to
threeclocking domains. However, in the caseof more clocking
domains,the exponential natureof the problemmay causelong
runtimes.Note that the searchcanbe interruptedat any point; all
encounteredsolutionsarevalid; thusthelastonecanserve assub-
optimalschedule.

Weobservedthattheruntimecanbereducedsignificantlywhen
thesearchis composedof thefollowing threephases:(1) initial es-
timationof a goodsolutionbasedon binningof theunconstrained
clock schedule,(2) gradualimprovementof this solutionbasedon
a limited searchspacethat preserves the orderingof the uncon-
strainedscheduleand(3) final full searchwith temporarylimitation
removed.Whenartificially over-constrainingthesearchduringthe
first two phases, thesolver convergedsignificantlyfaster. Further-
more,many negativecycle andtighteningconstraintscanbeadded
for thefinal full searchwhich in turn improvesits run time.

Algorithm 7 gives an overview of this refinedalgorithm; the
following sectionselaborateon thedetailsof thefirst two phases.
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Algorithm 7 REFINEDCONSTRAINEDSKEWSCHEDULING (G)

1 Tcycle
� max� w � u � v��� � u � v� � Esetup  

// Phase1: Useconstraintsfrombinningunconstrainedschedule
2 Tcycle

� INITIALSOLUTION (G � Tcycle)

// Phase2: Useconstraintsto preserve partialorderingof
// unconstrainedschedule

3 Tcycle
� PARTIALORDERSOLUTION (G � Tcycle)

// Phase3: Full search
4 l � Tcycle

� FULLSOLUTION (G � Tcycle)
5 return l � Tcycle

Algorithm 8 PARTIALORDERINGCONSTRAINTS (G � φ)

1 l � T !cycle
� UNCONSTRAINEDSKEWSCHEDULING (G)

2 foreach
�
u � v� � E

3 if l
�
u� ) l

�
v�

4 foreach di � d j � D � i � j

5 φ � φ � � � x � u � di ��? x
�
v� d j �C�  

3.3.1 Initial Solution

A simple approach to derive a good initial value for Tcycle is
to solve the unconstrainedclock skew schedulingproblemfor G
usingAlgorithm 1 andthendistributetheresultinglatenciesgreed-
ily into �D � binsof size lmax - lminID I , wherelmax and lmin representthe
maximumandminimumlatency of theunconstrainedschedule, re-
spectively. Theactualclockperiodfor thissolutionis computedby
translatingthe latency binning into correspondingregister-domain
edgesin G followedby singlerun of Algorithm 3.

Furthermore,thebestsolutionfor �D �M� 1 domainsprovidesan
upper boundfor Tcycle with �D � domains.Sincethealgorithmruns
significantlyfasterfor fewer clocking domains, a previously com-
putedsolutionfor fewerdomainscanbeusedasanalternativestart-
ing point if it’ svaluefor Tcycle is smallerthantheonefrom binning.

3.3.2 Partial Ordering Heuristic

After the initialization step,we can introducea set of partial
orderingconstraintson the domainassignments of registers. The
partialorderinghelpsin trimmingthesearchspace,but mayin turn
alsoexclude the optimumsolution. The heuristicassumesthat if
in theunconstrainedskew schedule registeru hasa latency greater
than that of register v, then thereexists an optimum constrained
skew schedule that hasu assignedto a domainequalto or higher
than v. The constraintgenerationfor this heuristicis detailedin
Algorithm 8. The SAT-basedsearchis thenappliedto this over-
constrainedproblem.Theresultingclock periodis a goodstarting
point for thefinal run of thesolver to computetheexactoptimum.

Thepartialorderingheuristicappearsto beexact for smallcir-
cuits;however, onecanshow thattheorderingconstraintsmayex-
clude bettersolutionsas illustratedby a simple counter-example
given in Figure3. For this graph,the optimumTcycle is 4 for the
unconstrainedcase.Thelatenciesateachvertex to achieve thispe-
riod areshown in the figure. Note that the constrainedversionof
theproblemwill requireat least8 clockingdomains to achieve this
period.

Let dv denote thedomainthatvertex v is assignedto. Allowing
only two clocking domainsandzerowithin-domainlatency (i.e.,
δ � 0), the pathfrom v1 to v4 restrictsthe optimal periodachiev-
able with two domainsto 8. The phaseshifts of the individual
domainsare l

�
d1 � � 0 and l

�
d2 � � 2. Thedomainassignmentsof

theindividual verticesaredv1
� dv3

� d1 anddv2
� dv4

� d2, with
theremainingverticesassignedto eitherdomain.

To preserve thelatency orderingof theunconstrainedschedule,
the partial orderingheuristicrequiresthe constraintsdv1 9 dv2 9
dv3 9 dv4. However, the constraintdv2 9 dv3 clearly violatesall
optimaldomain-registerassignments. Theapplicationof partialor-
deringconstraintsresultsin a periodof 10,which is sub-optimal.

T N 10T N 10 T N 6 T N 2

T N 2T N 2T N 2T N 2

T N 2 T N 2

10 106 2

22 22

2 2

l O v1 PRQ 0 l O v2 PRQ 6 l O v3 PRQ 8 l O v4 PSQ 14 l O v5 PRQ 12

l O v6 PSQ 10l O v7 PRQ 8l O v8 PRQ 6l O v9 PRQ 4l O v10PSQ 2

v2 v3 v4 v5

v6v7v8v9v10

v1

Figure3: Exampleto demonstratethatthepartialorderingheuristic
mayover-constrainthesolutionspaceandthusleadto asuboptimal
schedule andcycle period.

4 Previous Work

Theoriginal definitionof theclock skew optimizationproblem
wasgivenby Fishburn [1]. He formulatedtheunconstrainedclock
skew schedulingproblemasa linearprogram,similar to thespec-
ification given in Equation(1) earlier in this paper. Deokarand
Sapatnekar[8] translatedthis problemto a graph-theoretical set-
ting. The ideaof their approach is to performa binary searchfor
thesmallestperiodTcycle characterizedby theabsenceof anegative
weightcycle in theconstraintgraph.

Albrecht, et al. [9] proposeda solution for a concurrent cycle
time andslackoptimizationbasedon the parametricshortestpath
algorithm[10]. They extendthebasicframework to balanceslacks
on all circuit pathsin order to restrictuncertaintiesin the imple-
mentationof delaybuffersandclock treesynthesis.

To our knowledge,the practically fastestalgorithmapplicable
for unconstrained clock skew scheduling hasbeenpublishedby
Burns [6]. Here, the computation of the optimal clock schedule
is relatedto the detectionof the critical cycle. Burn’s algorithm
providesa fastmethodto identify the critical cycle anddistribute
thesmallestamount of latency necessary for theregistersto attain
theoptimalcycleperiod.It is thisalgorithmthatweusein theinner
loop of our approachfor constrainedclock skew scheduling.

There is no work that proposesa solution to the constrained
clock skew schedulingproblem that is consideredin this paper.
Toyonaga, et al. [11] proposedan algorithm basedon simulated
annealingto synthesizea semi-synchronousclock treeoptimizing
a functionof clock periodandarea.However, the focustherewas
ongeneratingafeasibleclock treeasopposedto findinganoptimal
solutionfor thecycle time in theclock skew scheduling problem.

Thework thatcomesclosestto ourproblemof constrainedclock
skew scheduling waspublishedby SinghandBrown [12]. Theau-
thorsconsider theproblemof clock skew scheduling usinga fixed,
small setof clocking domains with pre-determinedphaseshifts to
beimplementedin FPGA’s. Thesolutionis aslightmodificationof
theunconstrained clock skew schedulingmethodandusesanitera-
tive Bellman-Ford algorithm. However, thequality of their results
is only asgoodasthepredefinedphaseshift values.In contrast,our
work considersthe moregeneralproblemof multi-domainclock
skew scheduling wherethephaseshiftsof thedomaincanbemod-
ified for optimalperformance.
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5 Experimental Results

To evaluate thealgorithmandobserve its performanceon prac-
tical designs,we have createda prototypeimplementationusing
the presentedmethodson top of the SAT solver Chaff [5]. Our
benchmark suiteconsistedof the 31 ISCAS89 sequential circuits
and 8 industrial designs. The ISCAS benchmarks were technol-
ogy mappedthroughSIS [13] using the library lib2.genlib. The
industrialcircuitsweregeneratedby a commerciallogic synthesis
tool usingindustrialASIC libraries.WeappliedtheREFINEDCON-
STRAINEDSKEWSCHEDULING algorithm to determinethe mini-
mum feasibleclock periodwith up to four clocking domainsand
a within-domainlatency of up to 10% of the initial cycle period
corresponding to the longestcombinationaldelay including setup
time. Theexperimentswereconductedon a PentiumIII2GHzpro-
cessorwith 2GB RAM runningLinux. Theresultsarereportedin
Tables1 and2. Table3 presentsthe run timesandthe numberof
SAT solver iterationsfor theindustrialcircuits.

Columns2 and3 in Tables1 and2 give thenumberof vertices
andedgesin thetiming graph.Column4 reportstheoptimalclock
periodT∞

cycle achievable throughclockskew schedulingwith anun-
constrainednumberof domains.This is a lower bound. Column5
shows theinitial cycle time for thecircuit corresponding to a zero-
skew schedulewhich is simply the longestcombinational pathde-
lay. This is anupperboundandcorrespondsto aconfigurationwith
onedomainandzerowithin-domainlatency, denotedasT1 + 0

cycle. The
subsequentcolumnsreporttheoptimumclock periodcomputedby
ouralgorithmfor aboundednumberof domainsandwithin-domain
latency of 0%, 5%, and10% of T1 + 0

cycle. Thenumbers reportedin a

columnwith a labelof Tx + y
cycle indicatetheoptimumcycle time for x

clock domainsanda within-domainlatency of δ � y% 4 T1 + 0
cycle. We

highlightedall dominatingsolutions,i.e., the non-boldentriesre-
flectsolutionsfor whichthereexist anequivalentor betteronewith
fewer domainsor a smallervaluefor thewithin-domainlatency.

The algorithmeasilyoptimizedall ISCASbenchmarks – for a
majority of instances,the optimum was achieved with less than
threedomains. The total run time on the first 27 ISCAS bench-
markswas less than a minute. The last four circuits took only
slightly longer. The resultsreportedin Table 2 indicate a con-
siderablecycle time improvement in most of the industrial cir-
cuits. Even with two domainsand a within-domain latency of
δ � 5% � T1 + 0

cycle, the industrial benchmarks achieved on average
90%of theoptimumcycle time (T∞) possible.With threedomains
and5% � T1 + 0

cycle latency, thesebenchmarkscomeascloseas95%of
theoptimumsolution.In fact,for six of theeight industrialbench-
marks,we achieve the lowestclock periodpossiblethroughclock
skew scheduling with four domains;four amongthesereachedthe
optimumwith threedomains.Theruntimeswerereasonable,given
thehigh complexity of theproblem.For designD2, with four do-
mainsand no within-domainskew, we terminatedthe algorithm
after20 hours;it hadachieveda cycle time of 15.89asshown. We
re-ranthatcasewith a tight initial guess(from a previous run) and
thealgorithmterminatedin 17 hourswith theoptimumcycle time,
which for thatcaseis 15.41.

Figure 4 tracks the progressof the threephasesof the algo-
rithm over time for seven industrial designs constrainedby four
clocking domainsandzerowithin-domainlatency. Circuit D4 is
not includedbecausethe optimumperiodwas trivially computed
andtherewasno iterative improvement. The executiontime and
clockperiodhavebeennormalized:100%correspondsto theclock

period of the zero-skew scheduleT1 + 0
cycle. The curves are not a

comparisonof relative progress- rather, they capturethe rate at
which Tcycle is improved. The threephasesof the REFINEDCON-
STRAINEDSKEWSCHEDULING algorithm are indicatedby a dot-
ted segmentdenoting the initial solution, a solid line represent-
ing phase2 wherepartial orderingconstraintsare introducedand
a dashedline denoting the last phasewherea full searchis per-
formed. From the graph,it canbe observed that the cycle times
improvemostdramaticallyearlyin thealgorithm.Hence,with lim-
ited CPUtime,onecanstopthealgorithmshortlyinto phase3 and
still expectvery goodimprovementsin cycle time.
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Figure4: Graphicaltrackingof thealgorithm’s progressover time
for seven industrial designs optmizedfor four clocking domains
andzerowithin-domainlatency. Thedotted,solid,anddashedseg-
mentsdenotephases1, 2, and3, respectively of Algorithm 7.

6 Conclusions

In this paperwe presentedan algorithmfor constrainedclock
skew schedulingwhich computesfor a fixed number of clocking
domainsthe optimal phaseshifts for the domainsandthe assign-
ment of the individual registersto the domains. For the within-
domainlatency values,thealgorithmcanassumeazero-skew clock
delivery or apply a user-provided upper bound. Our algorithm
is basedon a branch-and-bound enumerationof the register-to-
domainassignments. We apply a CNF-basedSAT solver for the
enumerationprocess anduselearningof CNF constraintsto pre-
ventinvalid registerassignmentsandto recordsetsof inferior solu-
tions which shouldnot be revisited.Theactualevaluationof each
assignment is performedby an incrementalmaximummeancycle
analysison theconstraintgraph.

Our experimentsindicate, that despitethe potentialcomplex-
ity of theenumerationprocess,thepresentedalgorithmis efficient
for modestlysizedcircuitsandworksevenfor circuitswith several
thousand registersreasonably fast.Furthermore,our resultsshow
thata constrainedclock skew schedulewith few clockingdomains
andzeroor 5%within-domainlatency canin mostcasesachievethe
optimalcycle time dictatedby thecritical cycle of thecircuit. The
resultingmulti-domainsolution provides a significantadvantage
over the corresponding unconstrainedclock skew schedulewhich
typically haslarge variationsof register latenciesandthuscannot
beimplementedin a reliablemanner.
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Design # FF # Edges T∞
cycle δ = 0% T T1 U 0

cycle δ = 5% T T1 U 0
cycle δ =10% T T1U 0

cycle

T1U 0
cycle T2 U 0

cycle T3 U 0
cycle T4U 0

cycle T1 U 5
cycle T2 U 5

cycle T3U 5
cycle T4 U 5

cycle T1 U 10
cycle T2U 10

cycle T3 U 10
cycle T4 U 10

cycle
s1196 19 365 22.28 22.28 22.28 22.28 22.28 22.28 22.28 22.28 22.28 22.28 22.28 22.28 22.28
s1423 76 2235 73.13 79.04 75.35 73.82 73.13 75.08 73.13 73.13 73.13 73.13 73.13 73.13 73.13
s298 16 86 10.79 13.05 11.36 10.79 10.79 12.40 10.79 10.79 10.79 11.75 10.79 10.79 10.79
s420 18 146 21.13 22.06 21.13 21.13 21.13 21.13 21.13 21.13 21.13 21.13 21.13 21.13 21.13
s526 23 167 11.22 13.48 11.79 11.22 11.22 12.81 11.22 11.22 11.22 12.13 11.22 11.22 11.22
s641 21 486 29.51 29.98 29.51 29.51 29.51 29.51 29.51 29.51 29.51 29.51 29.51 29.51 29.51
s832 7 213 16.22 16.22 16.22 16.22 16.22 16.22 16.22 16.22 16.22 16.22 16.22 16.22 16.22
s953 8 94 15.36 17.32 15.77 15.36 15.36 16.48 15.36 15.36 15.36 15.59 15.36 15.36 15.36
s1238 19 365 24.33 26.15 24.36 24.33 24.33 24.84 24.33 24.33 24.33 24.33 24.33 24.33 24.33
s1488 8 266 23.18 23.58 23.18 23.18 23.18 23.18 23.18 23.18 23.18 23.18 23.18 23.18 23.18
s208 10 70 9.91 10.84 9.91 9.91 9.91 10.30 9.91 9.91 9.91 9.91 9.91 9.91 9.91
s344 17 121 13.14 15.57 14.32 13.19 13.14 14.79 13.54 13.14 13.14 14.16 13.14 13.14 13.14
s382 23 175 9.63 14.06 11.55 9.77 9.63 13.36 10.71 9.63 9.63 12.66 10.01 9.63 9.63
s386 8 129 9.60 10.56 9.97 9.60 9.60 10.03 9.62 9.60 9.60 9.74 9.60 9.60 9.60
s444 23 175 8.10 13.92 10.84 9.55 8.88 13.22 10.14 8.86 8.18 12.53 9.45 8.18 8.15
s526n 23 167 11.31 13.57 11.91 11.31 11.31 12.89 11.31 11.31 11.31 12.21 11.31 11.31 11.31
s713 21 486 30.58 30.58 30.58 30.58 30.58 30.58 30.58 30.58 30.58 30.58 30.58 30.58 30.58
s838 34 298 44.66 45.59 44.66 44.66 44.66 44.66 44.66 44.66 44.66 44.66 44.66 44.66 44.66
s1494 8 266 23.85 24.71 23.85 23.85 23.85 23.85 23.85 23.85 23.85 23.85 23.85 23.85 23.85
s27 5 21 5.06 6.58 5.75 5.06 5.06 6.25 5.42 5.06 5.06 5.92 5.09 5.06 5.06
s349 17 121 13.51 15.89 14.72 13.60 13.51 15.09 13.93 13.51 13.51 14.51 13.51 13.51 13.51
s400 23 175 9.89 14.59 11.62 10.15 10.08 13.86 10.89 9.89 9.89 13.13 10.16 9.89 9.89
s510 8 103 14.29 14.29 14.29 14.29 14.29 14.29 14.29 14.29 14.29 14.29 14.29 14.29 14.29
s5378 165 2180 22.89 28.84 25.93 23.17 22.94 27.40 24.21 22.89 22.89 25.96 22.89 22.88 22.88
s820 7 213 16.74 16.74 16.74 16.74 16.74 16.74 16.74 16.74 16.74 16.74 16.74 16.74 16.74
s9234 140 2226 33.77 34.75 33.96 33.77 33.77 33.77 33.77 33.77 33.77 33.77 33.77 33.77 33.77
s13207 471 3885 53.36 57.35 55.13 53.46 53.36 54.48 53.36 53.36 53.36 53.36 53.36 53.36 53.36
s15850 565 16375 85.27 98.38 92.24 88.70 88.42 93.46 87.04 85.27 85.27 88.54 85.27 85.27 85.27
s35932 1442 6128 286.32 289.47 286.32 286.32 286.32 286.32 286.32 286.32 286.32 286.32 286.32 286.32 286.32
s38584 1451 17900 286.62 288.60 287.04 286.62 286.62 286.62 286.62 286.62 286.62 286.62 286.62 286.62 286.62
s38417 1465 31980 86.19 87.76 86.19 86.19 86.19 86.19 86.19 86.19 86.19 86.19 86.19 86.19 86.19

Table1: Resultsof multiple-domainclock skew optimizationon ISCAS89 sequentialbenchmarkcircuits.

Design # FF # Edges T∞
cycle δ = 0% T T1 U 0

cycle δ = 5% T T1 U 0
cycle δ =10% T T1 U 0

cycle

T1 U 0
cycle T2U 0

cycle T3 U 0
cycle T4 U 0

cycle T1U 5
cycle T2 U 5

cycle T3 U 5
cycle T4U 5

cycle T1 U 10
cycle T2 U 10

cycle T3U 10
cycle T4 U 10

cycle
D1 2245 46048 2.79 3.78 3.67 3.22 3.04 3.65 3.53 3.08 2.98 3.56 3.34 2.90 2.82
D2 2921 250737 15.26 17.94 17.04 16.46 15.89 17.05 15.62 15.26 15.26 16.14 15.26 15.26 15.26
D3 6316 21006 4.41 6.48 5.95 5.58 4.73 6.16 5.66 4.98 4.43 5.89 5.30 4.74 4.42
D4 2694 16518 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.69
D5 3065 18030 2.95 3.86 3.72 3.60 3.38 3.72 3.55 3.43 3.21 3.61 3.47 3.27 3.00
D6 574 2294 4.55 9.03 5.06 4.67 4.55 8.58 4.84 4.55 4.55 8.16 4.63 4.55 4.55
D7 852 47370 16.34 20.47 18.92 17.61 16.71 19.45 17.66 16.37 16.34 18.43 16.34 16.34 16.34
D8 2368 9181 1.74 2.03 1.97 1.84 1.83 1.96 1.90 1.80 1.78 1.90 1.79 1.78 1.74

Table2: Resultsof multiple-domainclock skew optimizationon someindustrialcircuits.

Design # FF # Edges T∞
cycle δ = 0% T T1 U 0

cycle δ = 5% T T1 U 0
cycle δ =10% T T1 U 0

cycle

T1 U 0
cycle T2U 0

cycle T3 U 0
cycle T4 U 0

cycle T1U 5
cycle T2 U 5

cycle T3 U 5
cycle T4 U 5

cycle T1 U 10
cycle T2 U 10

cycle T3 U 10
cycle T4 U 10

cycle
D1 2245 46048 5s 1s/2 5s/6 4m/50 200m/321 1s/2 5s/7 5m/44 355m/854 1s/2 20s/7 8m/39 372m/839
D2 2921 250737 1m 20s/2 6m/56 120m/1735 1200m/2327 21s/2 28s/2 2m/3 2m/2 20s/3 35s/2 2m/2 2m/2
D3 6316 21006 45s 5s/2 33s/25 2m/36 450m/2234 6s/2 16s/5 4m/19 195m/622 6s/2 20s/5 1m/6 4m/8
D4 2694 16518 1s 1s/2 1s/2 1s/2 1s/2 1s/2 1s/2 1s/2 1s/2 1s/2 1s/2 1s/2 1s/2
D5 3065 18030 1m 3s/2 4s/3 7s/5 2m/52 3s/2 4s/3 14s/8 5m/69 3s/2 6s/3 40s/6 10m/71
D6 574 2294 5s 1s/2 1s/3 2s/12 4s/17 1s/2 1s/3 2s/7 2s/3 1s/2 1s/3 2s/4 2s/3
D7 852 47370 1m 7s/2 19s/16 2m/128 10m/224 7s/2 12s/2 1m/4 3m/4 9s/2 45s/2 1m/2 1m/2
D8 2368 9181 25s 1s/2 2s/3 30s/37 30m/902 1s/2 2s/5 30s/37 2m/69 1s/2 3s/5 5s/6 15s/7

Table3: Programrun times/ Numberof SAT solver invocationsfor theindustrialcircuitsin Table2.
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