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Abstract - We investigate the effectiveness of simultaneous multi-
ple supply and threshold voltage assignment in minimizing the 
total power (static + dynamic) for the first time. Achievable power 
reductions under varying conditions are investigated, including 
static-power limited designs and sub-1V processes. Rules of thumb 
are developed for optimal Vdd’s and Vth’s to be used in future 
designs. These models show the optimal second Vdd to be ap-
proximately half the nominal Vdd while the total power savings is 
significantly greater than previously anticipated. We describe the 
impact of level conversion delays and highlight the tradeoff be-
tween power savings and critical path count. 
 

I. INTRODUCTION 

Power consumption is a top priority in high-performance circuit de-
sign today. From a dynamic power perspective, supply voltage reduc-
tion is the most effective technique to limiting power. However, the 
delay increase with reducing Vdd degrades the throughput of the cir-
cuit. Similarly, to reduce static power an increase in Vth provides ex-
ponential improvements, again at the expense of speed. 
To counter the loss in performance, dual Vdd [1] and dual Vth [2] 
techniques have been proposed. These approaches assign gates on 
critical paths to operate at a higher Vdd or lower Vth and non-critical 
portions of the circuit are made to operate at lower Vdd or higher Vth 
respectively, reducing the total power consumption without degrading 
performance. These techniques have been successfully implemented 
but most of the existing work focuses on one of these techniques in 
isolation as opposed to jointly. Also, as the contribution of static power 
to the total power grows, a need to minimize the total power as op-
posed to either dynamic or static power alone becomes evident. For 
example, leakage power makes up approximately 15% of total power 
consumption for functional units of the Pentium 4 [3]. Power reduc-
tion techniques must target both static and dynamic components to be 
most effective. In [4] the authors show that intelligently reducing Vth 
in multi Vdd systems offsets the traditional delay penalties at low-Vdd 
with lessened static power consequences (due to reduced Vdd and Ioff 
levels). Taking this approach, total power minimization becomes the 
only practical goal since dynamic power can be continually reduced 
through lowered Vth values. The rise in static power under this cir-
cumstance will eventually outweigh the smaller dynamic power. 
Additionally, in dual or multi-Vdd designs the effect of drain-induced 
barrier-lowering (DIBL) causes the effective Vth of lower Vdd gates 
to increase. This results in larger delay penalties, reducing the number 
of gates that can be set to low Vdd and limiting the achievable im-
provement in dynamic power. This further points to the use of several 
thresholds in conjunction with a multi-Vdd design. We refer to the use 
of dual Vdd and Vth values together in the same design as dual 
Vdd/Vth in this paper (and multi Vdd/Vth for cases with more than 
two supply or threshold voltages as in Section VI) while the term dual 
Vdd implies a single Vth is used for all gates. 
Previous work [5] estimates the optimal Vdd and Vth values to be 
used in multi-voltage systems to maximize either dynamic or static 
power savings respectively. The paper does not acknowledge the ad-
vantages of combining multi-Vdd and multi-Vth to reduce the total 
power of the design. They confirm earlier work [6] claiming that, in a 
dual Vdd system, the optimal lower Vdd is 0.6-0.7 times the original 
Vdd. In general, [5,6] found optimized multi Vdd systems to provide 
power reductions of approximately 40%. The application of multiple 
supply and threshold voltages and gate oxide thickness for SOCs was 
explored in [7]. The authors assume the same transistor parameters 
within an entire circuit block and optimize an energy-delay based met-
ric (ED2). In our approach, path delays are tailored to exploit slack 
available on paths (given a timing constraint). In this way, optimal 
Vdd and Vth values are found.  

In this paper we make several contributions: 1) We minimize total 
power consumption, defined as the sum of static and dynamic compo-
nents, 2) we simultaneously optimize Vdd and Vth to achieve this goal, 
and 3) we consider DIBL, which limits the achievable power reduction 
in a multi Vdd, single Vth design environment. We also develop rules 
of thumb to estimate the optimal Vdd and Vth to be used in future 
designs. We extend our analysis to explore level conversion delay 
penalties and also introduce the key tradeoff between power reduction 
and critical path proliferation. 
II. POWER OPTIMIZATION FRAMEWORK 
To estimate the power improvement obtained by applying multiple 
Vdd’s and Vth’s we perform a path-based analysis of the logic network. 
To simplify the problem we assume non-crossing parallel paths. It is 
also assumed that it is possible to apply a combination of Vdd and Vth 
to any fraction of the total path capacitance. This is equivalent to stat-
ing that extended clustered voltage scaling (ECVS) is used, allowing 
for level conversion anywhere along a path [6]. While we do not ex-
plicitly consider overhead due to level conversion in most of this work, 
we describe later the impact of level conversion delay penalties. If C1,1 
is the total path capacitance, then the total dynamic power dissipation 
in a n-Vdd/m-Vth logic network path can be expressed as 
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where Ci,j is the capacitance operating at the voltage Vi and threshold 
voltage VTHj. Hence the gain in dynamic power can be expressed as 
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The static power can be expressed similarly. If W1,1 is the total width 
of PMOS and NMOS and Wi,j is the width of PMOS and NMOS at 
power supply Vi and threshold voltage VTHj then the gain in static 
power is given by 
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where S is the subthreshold swing (typically given in units of 
mV/decade). The reduction in static power in low-Vdd devices is due 
to DIBL, the lower Vdd itself, and other complex device-related phe-
nomena such as the relationship among doping, Vth, and S.1  While 
our results use (3) to reflect the relationship between Ioff and Vdd, 
experiments using a linear (Vi/V1) term showed only minor changes in 
the overall power reductions and optimal Vdd/Vth values. The degra-
dation in speed when the power supply or Vth is changed can be esti-
mated using the alpha-power law model [9]: 
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As shown in [5], the capacitance and transistor width along a path are 
largely proportional to the path’s delay. Hence the ratios of widths in 
(3) can be replaced by ratios of capacitance. At this point the problem 
of power minimization for given voltages and thresholds can be for-
mulated as a linear programming problem with the ratios of capaci-
tances as the variables. We define a weight factor K as the ratio of 

                                                        
1 For example, a long-channel device in a modern technology (large L to sup-
press DIBL) demonstrates a linear reduction in Ioff with Vds, contributing to 
the quadratic term in (3). This effect is not properly captured in traditional Ioff 
expressions [8]. 



dynamic to static power in the original single Vdd/Vth design (e.g. K = 
10 implies that 10/11 of the total initial power was dynamic). Total 
power minimization is achieved by minimizing a weighted sum of the 
static and dynamic power. Hence the goal of total power reduction can 
now be expressed as 
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where t is the original path delay. The constraint ensures the delay of 
each path is less than the critical delay of the network, which is nor-
malized to one. Since paths are independent of each other, minimizing 
the power dissipation on each of the paths will lead to the minimum 
power of the complete logic network. Given the initial path delay dis-
tribution (p(t)) of the network, the total power improvement can be 
found by summing over paths with different path delays. 
The ratio K distinguishes between static power limited designs (port-
able) and dynamic (high-performance and non-mobile). For example, 
choosing K = 1 implies that reductions in static and dynamic power 
take on equal importance in an effort to minimize total power. In this 
work, we look at a range of K values from 1 to 50 with particular focus 
on 1 < K < 10. Designs with K < 1 are likely to make heavy use of 
standby modes and other techniques to suppress leakage power which 
is beyond the scope of this work. A lambda-shaped p(t), peaking at 
half of the critical delay, is assumed for all further analysis based on 
static timing analysis results shown in [5,10]. We also performed ex-
periments on a flat path distribution and a sloped distribution where 
the maximum number of paths occur at the critical delay. Trends were 
consistent with expected results – the lambda shaped p(t) gives the 
largest power savings while the sloped p(t) enables about 2/3 the sav-
ings from the lambda case.2 
III. COMPARISON OF DUAL VDD WITH DUAL VDD/VTH 

The use of a second threshold voltage to both 1) reduce static power, 
and 2) provide speed improvements in logic gates that run at lowered 
supply voltages, is leveraged in a dual Vdd/Vth approach. In this sec-
tion we contrast this with the use of two supply voltages and a single 
Vth. Both approaches to reducing power dissipation were applied to a 
design using a Vdd1 of 0.9V and Vth1 = 0.225V.  
Results in Fig. 1 demonstrate that the power reduction obtained by 
applying dual Vdd/Vth is consistently much larger than the optimal 
dual Vdd design. The advantage offered by the second threshold volt-
age is smallest for lower K values (around 10-20%). This is because 
the dual Vdd/Vth technique is predicated on using a lower second 
threshold voltage to allow cells to be run at a lower power supply with 
good drive capability. At small K values, however, static power is 
comparable to dynamic power and an increase in static power due to 
the lower Vth is less acceptable as a trade-off. Modern 
high-performance designs exhibit K values in the range of 2-20; the 
dual Vdd/Vth approach delivers 15-30% lower power than dual Vdd 
alone over this range. This effect is also seen in Fig. 2 which shows 
the variation of the optimized second power supply voltage, Vdd2. 
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Figure 1. Dual Vdd/Vth shows 15-45% larger total power reduction than dual 
Vdd/single Vth throughout the range of K values. 
                                                        

0

2  For example, a case demonstrating 60% power reduction for a 
lambda-shaped p(t) shows about 40% power reduction for a sloped p(t). 
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Figure 2. The presence of a second threshold voltage enables significantly more 
Vdd scaling, especially in dynamic power constrained applications (large K). 

At higher K a much lower voltage can be used to achieve considerable 
dynamic power savings at the cost of static power, which constitutes a 
small fraction of the total power. Using a second power supply as low 
as 0.26V (for K = 50) provides approximately an 80% reduction in 
total power by using a very low threshold (in this case it is found to be 
0.06V, referenced to Vdd2). The rise in static power is approximately 
5X under these conditions which is greatly outweighed by the dynamic 
power savings. 
IV. SCALABILITY AND OPTIMAL VDD/VTH SELECTION 
As shown in Fig. 1, the dual Vdd/Vth technique achieves considerably 
larger total power savings than dual Vdd alone. For comparison, [5] 
predicts a maximum (dynamic) power savings of 47% at Vdd1 = 0.9V 
with an optimized Vdd2 of 0.56V. Fig. 3 shows that dual Vdd/Vth 
designs can achieve power savings of 60% at Vdd2 = 0.46V and K = 
10. The value of Vth1 has a strong impact on the characteristics of the 
optimized systems; a lower Vth1 allows for more voltage scaling and 
power reduction (Fig. 3) but would also lead to a smaller K value. The 
smaller value of K will lessen the need for lower supply voltages and 
shift the focus to increasing the second Vth.  
Fig. 3 also shows that the power improvements of dual Vdd/Vth de-
signs increase as the initial power supply is scaled down, as opposed 
to previous results for dual Vdd where the improvements were pro-
jected to decrease with process scaling [5]. Results at Vdd1 = 0.7V, 
anticipated for 65nm technologies, demonstrate even larger gains – 
10% more power savings compared to Vdd1 = 0.9V. The improvement 
of multi-voltage systems with scaling is due to the growing importance 
of Vth in determining delay in sub-1V technologies. Although the 
sensitivity of delay to Vth is rising at lower supply voltages, the de-
pendency of leakage current with Vth is unchanged (neglecting major 
shifts in subthreshold swing). Thus, in future technologies Vth pre-
sents a more favorable Ion/Ioff tradeoff [4]. 
In contrast to dual Vdd, a dual Vdd/Vth approach is not strictly limited 
by the value to which the lower Vdd can be reduced, but by the value 
to which the second threshold can be decreased since that gives rise to 
an exponential increase in static power. This important distinction, 
combined with the above argument, makes dual Vdd/Vth inherently 
scalable. Fig. 4 shows that lower values of Vdd become optimal as K 
is increased but the effect saturates; this point is also reflected in the 
rules of thumb developed later. Fig. 5 supports the same conclusion 
from the standpoint of power savings, where small K values lead to 
very large reductions in static power, but for higher K static power is 
traded off to obtain dramatic savings in dynamic power. 
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Figure 3. For a fixed K value (K = 10 here), a lower Vth1 allows for more sub-
stantial power savings since Vdd can be scaled more aggressively.   
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 Figure 6. Power reduction as a function of second Vdd and Vth values. This 
example uses Vdd1 = 0.9V, Vth1 = 0.225V, and K = 10. The power is minimal 
at Vdd2 = 0.44V and Vth2 = 0.145V  Figure 4. Trends of optimal second Vdd and Vth with varying K values.  A 

sharp upward trend in Vth2 for K < 5 is observed. Vth1 = Vdd1/4 for all Vdd1. 
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 Figure 7. The fraction of power due to leakage in post-optimized designs is 
typically ~10-20% and is insensitive to initial path delay distribution. Figure 5. The breakdown of total power savings into static and dynamic com-

ponents shows a large increase in static power (nearly 3X) at very high K val-
ues to achieve a more important dynamic power reduction. 

PMOS being unable to fully turn off. There are two basic approaches 
to incorporating level conversion: 1) Clustered Voltage Scaling (CVS) 
which only allows level conversion at the flip-flops and 2) Ex-
tended-CVS (ECVS) where asynchronous level converters are used to 
allow any gate along a path to be assigned to low Vdd provided there 
is sufficient slack. ECVS does not place topological constraints on low 
Vdd assignment and can thus theoretically achieve larger power re-
ductions. Since our approach assumes that any fraction of the capaci-
tance can be set to low Vdd we inherently assume that ECVS is used. 

Fig. 6 shows the variation of the minimum achievable power as a 
function of the second power and threshold voltage. As can be seen the 
optimal point is not overly sharp, and hence points close to optimal in 
terms of Vdd2 and Vth2 provide near-optimal power savings. This 
allows for the development of fairly simplified rules of thumb to esti-
mate the optimal second supply and threshold voltages. Previously 
developed rules of thumb [5] are inapplicable to dual Vdd/Vth designs 
and to the minimization of total power. Rules of thumb are derived for 
the second Vdd and Vth as a function of the original voltages as well 
as the initial breakdown between dynamic and static power, K: 

To model the effects of delay penalties caused by level conversion, we 
first identify the paths where asynchronous or synchronous level con-
verters are required. Fig. 8 shows the various combinations of supply 
and threshold voltages to which capacitances along a path are mapped. 
Fig. 8 shows the mapping of capacitance along each path relative to 
the initial path-delay distribution for a typical case at moderate K. 
Regions 1 and 2 are mapped completely to the lower Vdd, hence they 
only require synchronous up-conversion (and then only if any fan-out 
paths lie in regions 3 or 4). Paths with initial delay in region 4 (paths 
that were near critical originally) are all at high Vdd and do not require 
any up-conversion, even at flip-flops. The additional asynchronous LC 
penalty is then only associated with paths in region 3. As stated above, 
depending on the circuit topology some of the low Vdd paths may feed 
low Vdd paths only and would therefore not even require synchronous 
up-conversion. Since this effect cannot be considered in our analysis 
we assume all paths to have synchronous LC, making our analysis 
conservative. We do not consider the added power consumption of 
asynchronous LCs, which has been estimated to be 8% [6]. 

2.055.072.082.043.0 2112 −−++=
KK

VthVddVdd       (5) 

18.049.072.014.1024.0 2112 −−++−=
KK

VthVddVth      (6)  

These expressions provide excellent fit with an average error of 3.2% 
and 4.2% for (5) and (6) respectively. Both Vdd2 and Vth2 have strong 
dependencies on the first threshold voltage while Vth2 only very 
weakly depends on Vdd1. The difference of Vdd2 and Vth2 (gate over-
drive in Vdd2 + Vth2 cells, indicating speed) remains nearly unchanged 
for reasonable variations in K. Also, at higher K the models predict 
lower values for both Vdd2 and Vth2 mirroring the behavior shown in 
Fig. 4. Equations (5) and (6) were derived for nominal process charac-
teristics (α = 1.3, S = 90mV/dec, DIBL coefficient η = 60mV/V). 
The final optimized static power dissipation varies from 5-35% of the 
total power for all cases investigated with the majority of likely cases 
falling in the 10-20% range (Fig. 7). This is smaller than previously 
estimated in [11] using analytical models and coincides with the high-
est-performance design points today [3]. There is some negative cor-
relation between the final ratio of static and dynamic power and the 
initial K value as well as the initial Vdd, implying that more scaled 
designs with lower supply and threshold voltages will shift towards a 
more static-power dominated optimal point. The fraction of total opti-
mized power due to leakage is consistent across the three p(t) shapes 
we examined, indicating that the optimal static power ratio is not a 
function of the initial path delay distribution. 
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Path Delay (Normalized)  V. LEVEL CONVERTERS AND CRITICAL PATH DENSITY 
One difficulty in implementing multi-Vdd designs is the need for level 
converters (LCs). Whenever a low Vdd cell fans out to a high Vdd cell, 
the voltage must be up-converted to avoid excessive leakage due to the 

Figure 8. Depending on initial path speed, the capacitance along a path is 
mapped to either one or two (Vdd,Vth) combinations. Over 60% of paths for 
this typical case run at all low Vdd (Vdd2). 
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Figure 9. If numerous asynchronous level converters are required along a path, 
the potential power savings may be significantly reduced. 

Fig. 9 shows the dependence of power savings on the delay due to 
asynchronous level conversion for two cases; first, a short critical path 
that is typical of high-performance microprocessors and second, a 
larger logic depth representing high-speed ASICs. Critical path delay 
is normalized to fan-out of four inverter delays (FO4), a common met-
ric for the speed of a given technology, and is technology-independent 
[12]. Even when no asynchronous level conversion is required, syn-
chronous level conversion incurs a fixed delay penalty (assumed to be 
2 FO4 delays), resulting in a larger relative penalty for shallow logic 
depths. The LC delay penalty restricts the number of asynchronous 
conversions that can be performed on a path and hence our numbers in 
previous sections are upper bounds on the achievable power im-
provement. Fig. 9 shows the LC penalty to saturate when the conver-
sion delay becomes a large fraction of the total path delay. The satura-
tion is a result of the fact that paths in region 3 (as in Fig. 8) can no 
longer be mapped to low Vdd due to the level conversion overhead. 
Assuming that each asynchronous LC has a delay equal to 2.5 FO4 
delays [13], the ASIC example in Fig. 9 can employ two level con-
verters per path with a 15% rise in the achievable power compared to 
the case with no asynchronous LCs considered. In general, the asyn-
chronous LC delay penalties are substantial for very shallow logic 
depths, but reasonable for high-performance ASICs.  
Pushing semiconductor technology and processing equipment to their 
limits results in considerable uncertainty in key physical parameters and 
greatly complicates timing analysis. In this context, designs with a large 
fraction of paths operating at near critical path delay are more likely to 
produce timing failures after fabrication. As power reduction techniques 
such as multi-Vdd, dual-Vth, and sizing all result in more critical paths, 
we analyzed the relationship between the achieved power savings and 
critical path density for both traditional dual Vdd and dual Vdd/Vth. 
We define a critical path as one having a delay within 5% of the timing 
constraint. Fig. 10 shows that the dual Vdd/Vth technique yields 40% 
fewer critical paths for the same power reduction as dual Vdd, simpli-
fying timing verification. Alternatively, at a given design complexity 
(quantified by the number of critical paths), dual Vdd/Vth provides an 
11% power reduction compared to dual Vdd.   
VI. MULTI VDD/VTH 
In this section we briefly compare multi Vdd/Vth designs with dual 
Vdd/Vth designs. Table 1 compares the power savings provided by 
triple Vdd/dual Vth and dual Vdd/triple Vth to dual Vdd/Vth. The 
improvements provided by the additional threshold voltage are small. 
A triple Vdd/dual Vth approach is only 10% better than dual Vdd/Vth. 
These agree with [5] which showed saturated improvement with an in- 
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Figure 10. Dual Vdd/Vth provides a better power/criticality tradeoff than dual 
Vdd – for the same power savings, there are significantly fewer critical paths. 

Table 1. Multiple Vdd/Vth techniques show saturating improvements over dual 
Vdd/Vth. Results are for Vdd1 = 0.9V, Vth1=0.225V, and K=10. 

Technique Optimal 
Thresholds (V)

Optimal Voltage 
Supplies (V) 

Minimum Power 
(normalized) 

Dual Vdd 
Dual Vth

0.19 0.46 0.4 

Dual Vdd 
Triple Vth

0.19, 0.15 0.4 0.38 

Triple Vdd 
Dual Vth

0.18 0.52, 0.38 0.36 

 

creasing number of power supplies and threshold voltages in multi 
Vdd or multi Vth designs. Triple Vth processes will have additional 
fabrication costs due to the extra implant steps and triple Vdd designs 
extend the place and routing difficulties of dual Vdd and also have 
higher level conversion penalties. Since the power savings compared 
to dual Vdd/Vth designs are limited, the overhead associated with 
these techniques appears to be prohibitive. 
VII. CONCLUSIONS 
This work addresses the simultaneous assignment of Vdd and Vth in 
multi-voltage systems to minimize total power consumption, consid-
ering DIBL. Our results show that the total power reduction achiev-
able in modern and future integrated circuits is approximately 60-65% 
using a dual Vdd/Vth approach. We derive rules of thumb to guide 
selection of optimal second Vth and Vdd as a function of initial volt-
ages as well as a key weighting factor, K, to drive the optimization 
towards static or dynamic power reduction. An important finding is 
that the optimal second Vdd in multi-Vth systems is ~50% of the 
higher supply voltage which is contrasted with 0.6-0.7*Vdd1 for single 
Vth designs as previously found. The total power using dual Vdd/Vth 
can be reduced by 15-45% compared to dual Vdd. Since most 
high-performance designs today already use dual-Vth to limit standby 
power, there is no additional cost for this savings. 
The inclusion of level conversion delay penalties demonstrates the 
tradeoff between allocating available slack to level conversion and 
achievable power reductions. Typically, 1-2 level conversions per path 
are tolerable in designs with larger logic depths (30+ FO4 delays) with 
<15% power penalty. Finally, we highlight the relationship between 
power savings and critical path count – this is important since a rap-
idly increasing number of critical paths combined with rising process 
variability increases design times and emphasizes a need for improved 
statistical timing analysis tools.  
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