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Abstract other approach, such as flexibility, predictability, jitter control,
processor utilization, testability, etc.

This paper deals with specific issues related to the design of The same duality is reflected at the level of the communication
distributed embedded systems implemented with mixed, evefifrastructure, where communication activities can be triggered
triggered and time-triggered task sets, which communicate over busither dynamically, in response to an event (like with the CAN
protocols consisting of both static and dynamic phases. Suclus [4]), or statically, at predetermined moments in time (as in the
systems are emerging as the new standard for automotivease of TDMA protocols and, in particular, the TTP [9]).
applications. We have developed a holistic timing analysis and  An interesting comparison of the TT and ET approaches, from
scheduling approach for this category of systems. We have alsa more industrial, in particular automotive, perspective, can be
identified several new design problems characteristic to such hybridound in [10]. Their conclusion is that one has to choose the right
systems. An example related to bus access optimization in the conteiproach depending on the particularities of the scheduled tasks.
of a mixed static/dynamic bus protocol is presented. Experimentathis means not only that there is no single “best” approach to be
results prove the efficiency of such an optimization approach. used, but also that inside a certain application the two approaches

. can be used together, some tasks being time-triggered and others
1. Introduction event-triggered.

Embedded systems very often have to satisfy strict timing The fact that such an approach is considered for future auto-
requirements. In the case of such hard real-time applications, prewotive applications is also indicated by the recent activities
dictability of the timing behavior is an extremely important related to the development and standardisation of bus protocols
aspect. Frequently such applications are implemented as distritwhich support both static (ST) and dynamic (DYN) communica-
uted systems. This is the case, for example, with many application. Such a protocol has been suggested in [12] and [15].
tions in the automotive industry. Predictability of such a systemRecently, the first mixed protocol has been proposed by a consor-
has to be guaranteed globally, considering both the task schedium, to be used in automotive applications [8]. In [6], the authors
ules determined for the particular processing units as well as théescribe the so called Universal Communication Model (UCM),
timing of the communication between different components ofa framework for modelling at a high level of abstraction the com-
the system. munication infrastructure in automotive applications. Their

Task scheduling and schedulability analysis has been intenapproach is targeted towards simulation and refinement without
sively studied for the past decades. The reader is referred teonsidering the aspect of timing analysis with hard real-time con-
[2],[3] for surveys on this topic. straints.

A few approaches have been proposed for a holistic schedula- Efficient implementation of new, highly complex distributed
bility analysis of distributed real-time systems, taking into con- automotive applications entails the use of TT task sets together
sideration both task and communication scheduling. In [16],with ET ones, implemented on top of a communication infra-
Tindell provided a framework for holistic analysis of event-trig- structure with a mixed ST/DYN protocol. Given its flexibility,
gered task sets interconnected through an infrastructure based stich an approach has the potential of highly efficient, fine-tuned,
either the CAN protocol or a generic TDMA protocol. In[13] and and optimised implementations.

[14] we have developed a holistic analysis allowing for either ~ Our main contribution in this paper is related to the scheduling
time-triggered or event-triggered task sets communicating over @and schedulability analysis of distributed embedded systems
particular TDMA protocol, the TTP. In addition to schedulability implemented with both ET and TT task sets, which are commu-
analysis, this work has also addressed the optimization of the TTRicating through mixed ST/DYN bus protocols. Such an analysis
based bus configuration in order to fit the particular application. and scheduling procedure constitutes the fundament for any syn-

Two basic approaches for handling tasks in real-time applicathesis approach aiming at an efficient, highly optimised imple-
tions can be identified [9]. In the event-triggered (ET) approachmentation of a distributed application which is also guaranteed to
task activities are initiated whenever a particular event is notedmeet the timing constraints.

In the time-triggered (TT) approach, task activities are initiated We also identified several design problems which offer the

at predetermined points in time. There has been a long debate potential of significant optimization and which can be solved by

the real-time and embedded systems communities concerning ttefficient design space exploration, based on the timing analysis

advantages of each approach and which one to prefer [1], [9]nentioned above. In order to illustrate the potential of such opti-

[18]. Several aspects have been considered in favour of one or th@nizations, we have looked more closely at one particular com-
munication synthesis problem.

This paper is the first one, to our knowledge, to handle the
holistic analysis and the design optimization of heterogeneous
TT&ET systems which are of great importance for future auto-
motive applications.

In the next section we present the architecture of the distrib-
uted systems and the application model that we are studying. Sec-
tion 3 describes the holistic scheduling and schedulability
analysis we have developed. Some specific optimization issues
are presented in Section 4. Section 5 describes a particular opti-
mization problem related to the bus access, while Section 6



presents some experimental results. The last section presents d6F message by a DYN frame or the retransmission of a pre-
conclusions. empted DYN message, the DYN messages will be sent only if
there is enough time available for that message before the
dynamic phase ends.

TT activities are triggered based on a local clock available in
each processing node. The synchronization of local clocks
throughout the system is provided by the communication protocol.

2.3 Application Model

2. System Architecture and Application Model

2.1 Hardware Architecture

We consider architectures consisting of nodes connected by
unique broadcast communication channel. Each node consists
a communication controller, a CPU, memories (RAM, ROM),  We model an application as a set of task graphs. Nodes repre-
and an I/O interface to sensors and actuators (see Figure 1). sent tasks and arcs represent communication (and implicitly

We model the bus access scheme using the Universal Commutependency) between the connected tasks. Each task is mapped
nication Model [6]. The bus access is organized as consecutiven a certain node of the distributed application.

cycles, each with the duratidiy,s We consider that the commu-
nication cycle is partitioned into static and dynamic phases
(Figure 1). Static phases consist of time slots, and during a slot
only one node is allowed to send ST messages; this is the node
associated to that particular slot. During a dynamic phase, all
nodes are allowed to send DYN messages and the conflicts
between nodes trying to send simultaneously are solved by an

A task belongs either to the TT or to the ET domain.
Communication between tasks mapped to different nodes is
preformed by message passing over the bus. Such a mes-
sage passing is modelled as a communication task inserted
on the arc connecting the sender and the receiver tasks. The
communication time between tasks mapped on the same

node is considered to be part of the task execution time.
Thus, such a communication activity is not modelled explic-
itly. For the rest of the paper, when referring to messages

arbitration mechanism based on priorities assigned to messages.

Node Node Node M‘ we consider only the communication activity over the bus.
CPU Eé:\\/l/l « A message belongs either to the static (ST) or the dynamic

(DYN) domain.

All tasks in a certain task graph belong to the same domain,
either ET, or TT, which is called the domain of the task
graph. However, the messages belonging to a certain task

communicatio o
controller

Dynamic phase

Bus access cycle or Round,(J
Dynamic phase Static phase

Static phase

S GG graph can belong to any domain (ST or DYN). Thus, in the
ol o [ o |[2] 2 olo (oo | (22 )
el 2|2 |l&||l & gl |9|e| |&|8|S8 most general case, tasks belonging to a TT graph, for exam-
i I el 1 5511 ik Bl el I 81 1515 ple, can communicate through both ST and DYN messages.
Figure 1. System Architecture +  Each task; (belonging to the task gragdh) is mapped on

processorProg;, has a worst case execution tinG, a

period Tj;, and a deadlind; (which, in the case of ET

The bus access cycle has the same structure during each period
Thus Every node has a communication controller that imple-

ments the static and dynamic protocol services. The controller
runs independently of the node’s CPU.

2.2 Software Architecture

For the systems we are studying, we have designed a software
architecture which runs on the CPU of each node. The main com-
ponent of the software architecture is a real-time kernel which
supports both time-triggered and event-triggered activities. An
activity is defined as either the execution of a task or as the trans-
mission of a message on the bus. For the ST activities, the kernel

tasks, can be longer than the period). Each ET task also has
a uniquely assigned priorifrio;.

All tasks T;; belonging to a task graph; have the same
periodT; which is the period of the task graph.

For each message we know its size (which can be directly
converted into communication time on the particular com-
munication bus). The period of a message is identical with
that of the sender task. DYN messages also have an
uniquely assigned priority.

relies on a static schedule table which contains all the informa- Figure 2 shows an application modelled as two task graphs
tion needed to take decisions on activation of TT tasks or transmapped on two nodes.
mission of TT messages. For the ET tasks, the kernel maintains a In order to keep the separation between the TT and ET
prioritized ready queue in which tasks are placed whenever theidomains, which are based on fundamentally different triggering
triggering event has occurred and they are ready for activation, opolicies, communication between tasks in the two domains is not
when they have been pre-empted. included in the model. Technically, such a communication is
The real-time kernel will always activate a TT task at the par-implemented by the kernel, based on asynchronous non-blocking
ticular time fixed for that task in the schedule table. If at thatsend and receive primitives (using proxy tasks if the sender and
moment, an ET task is running on that node, that task will be prefeceiver are on different nodes). The transmission and reception
empted and placed into the ready queue according to its priority.
If no tasks are active, ET tasks are extracted from the ready queue

and are (re)activated. ET tasks can pre-empt each other based on FeTT MoET Tasks:

their priority. _ _ o T2 1 ENode: 113,733 To 1
The transmission of messages is handled in a similar way: for " [CONod&: T1 2,114 122, T3

each node, the sending and receiving times of ST messages are /% 1 T ' ' ' '

. X ? : 15 25

stored in the schedule table; the DYN messages are organized T3

a prioritized ready queue. ST messages will be placed at prede=t : 1,, 023 Messages:

termined time moments into a bus slot assigned to the sending Ti16 : ST. T15T24

node. DYN messages can be potentially sent during any dynamic 4 DYN: 116125

phase and conflicts are solved by the communication controllers

based on message priorities. In order to prevent the delay of an Figure 2. Application Model Example



of such a message are not considered as communication tasksactivity T; has a best case response tiRg;. The worst case
respectively events in the context described by our model, thereresponse tim&;; of an activityt;; occurs wherr; is released at
fore they are outside the scope of our holistic analysis. Such meshe same time momengtogether with all possibfe higher priority
sages are typically non-critical and are not affected by hard realactivities onProg; [11]. The moment is called critical instant
time constraints. and it represents the starting point of the busy windgwa time
interval which ends whery; finishes execution (Figure 3.b). Dur-
- . ing the busy windoww;;, processoProg; executes only task;
3. Holistic Scheduling or higher priority taskgd)ij is the time iﬁ{erval between the E”riti-
Given an application and a system architecture as presented ﬁﬁl instant and the earliest time for the first activation of the task

Section 2, the following problem has to be solved: construct zafter this instant. .
correct static schedule for the TT tasks and ST messages (a Considering a set of data dependent ET tasks mapped on a sin-
schedule which meets all time constraints related to these actividle processor, the analysis in [11] computes the worst case
ties) and conduct a schedulability analysis in order to check thatesponse timd; of a taskr;;, based on the length of its busy
all ET tasks meet their deadlines. Two important aspects shoul@eriod, considering all the critical instants initiated by higher pri-
be noticed: ority activitiesty in I'; and all job instancep of t; which can
1.  When performing the schedulability analysis for the ET @ppear in the busy window;:

tasks and DYN messages, one has to take into considera-

tion the interference from the statically scheduled TT tasks Rii = ma){ ma}x Vl‘fk(p) _¢iik —(p=1)T;+ (pli)]'

and ST messages. Ok| Prioy > Prio;, p
2. Among the _pps_smle correct schedules for TT_ tasks and ST wherew;, (p) is the worst-case busy window of theth job of

messages, it is important to const_ryct one which favours, ag. numbered from the critical instaptinitiated byTj,.

much as possible, the schedulability of ET tasks and DYN ° The value ofwi(p) is determined as follows:

messages.

In Section 3.1 we present the schedulability analysis for a set - w;; (p) = By + (P — Pg jjic + 1) [C;; + Wiy (T35, Wy (P)) +

of ET tasks and DYN messages, considering a fixed given static
schedule of TT tasks and ST messages. In Section 3.2 we discuss Z wr (T Wi (p)))
the construction of the static schedule which is driven by the o0&z a i ik

objective of achieving global schedulability of the system. Inwhere,B”— represents the maximum interval during whighcan

order to k_eep the presentation reasonably S|m_ple and given thee plocked by lower priority activitiésvvlk(rij,t) is the interfer-
space limitations, we present here the analysis for a restricte

. < nce from higher priority activities in the same task gréphat
model, in the sense that TT tasks are communicating onl V\? b Y grap

th h ST hile th ication bet E ime t, and W(t;;.,t) is the maximum interference of activities
roug messages, while the communication DEIWEEN E 4,y other task graphis, ont;;. One problem that arises during

tasks is only through DYN messages. This is not an inherent "m'the computation of response times is that the length of the busy

itation of our approach and the analysis we have developed angl;, ., depends on the values of task jitters, which in turn are
implemented supports the general model (in [14], for example omputed as the difference between the response times of two

we have presepteq an approach to schedulability analysis of E uccessive tasks (for exampletifprecedes; in I, then; =
tasks communicating through ST messages). R; - Rbi:i{'). Because of this cyclic dependency, the process of com-
ij

3.1 Schedulability analysis of the ET sub-system  putingR; is an iterative one: it starts by assigniRgj; to R; and

: . : . . then computes the values fdy, wij(p) and then agaif;;, until
considering the influence of a given static the response times converge to their final value.

schedule Starting from the analysis in [11], we had to consider the fol-

An ET task graplT; is activated by an associated event which /0wing additional aspects: _
occurs with a period;. Each activityt; (task or message) inan * The interference from the set of statically scheduled tasks.
ET task graph has an offsgf which specifies the earliestactiva- *  The computation of worst case delays for the messages

tion time of t;; relative to the occurrence of the triggering event. communicated on the bus and the global schedulability
The delay between the earliest possible activation tinmg ahd analysis of the distributed task set.
its actual activation time is modelled as a jittl,qr(Figure 3.a). First we introduce the notion &T demandssociated with an

Offsets and jitters are the means by which dependencies amor@8T activity T; as the amount of CPU time or bus time which is
tasks are modelled for the schedulability analysis. The responwemande@nﬁy by higher priority ET activities and by; during
time R; of an activityt; is the time measured from the occur- the busy windowwy;. In Figure 4, the ET demand of the tagk
rence of the associated event until the completioryoEach ET  during the busy windowy; is represented withi; (w;), and it is
the sum of worst case execution times for tagland two other

§ T; higher priority tasks,,andtq. During the same busy periog,
o T Tl 3 T Tiisy we define theavailability as the processing time which is not
_ﬂ,. -J &;L._i used by statically scheduled activities. In Figure 4, the CPU avail-
— ability for the interval of lengthw;; is obtained by substracting
@1 @j+1 Jlj 1 from Wi the amount of processing time needed for the TT activities.
a) Tasks with offsets During a busy window;;, theET demand Il of a taskrj; is
Rj equal with the length of tI!1e busy window which would result

when considering only ET activity on the system:
(] qi Hij (W) = Byj + (= o, jpc + 1) [y +
tcT.JQiJ- <—‘114—- Wi
I |

*
_ Wi (T3, wii) + W (T, W)
Rj = W +@;—0;—(p~ T, ik (Tij» Wij D(;i) alTap Wjj
b) Response time and busy period w for tgsk
Figure 3. Model of the event-triggered sub-system 1. Such blocking can occur at access to a shared critical resource.




During the same busy window;;, the availabilityA; associ-

ated with task is: Rj = w+@;—¢;-(p— DT,
. LCM(T, Ts9 - —
Ay (w) = mm[Aﬂ(wij)],q = O,—T'—- g
i Cab I—'g Ceq
C
where A% (w) is the total available CPU-time oRrog; in the @i ©
interval [o T; + @j— ik, d T + @ — Bijc + W], T; is the period of qT tel 9y s Wij

I'; and Tggis the period of the static schedule (see Section 3.2). I q B

Figure 4 presents howd;(w) and the demand are computed for  interval [t, tc+W]{ ET availability: AT (V_"ij) = wj - Ty

a taskr;;: the busy window off; starts at the critical instarf T _ ET .de”_“'."“dHij (w;) = Cij + Cap + Ceq

+tcinitiated by task, and ends at momenq; + t + wj;, when Figure 4. Availability and Demand

both higher priority taskgt,y, Tcg), all TT tasks scheduled for

execution in the analysed interval, alﬂmave finished execution.
The discussion above is, in principle, valid for both ET tasks

and ST messages. However, there exist two important differ3.2 Static schedule construction and holistic

ences. First, messages do not pre-empt each other, therefore, the gnalysis

demand equation is modified so that it will not consider the time ) . )

needed for the transmission of the message under analysis (once For the construction of the (?yCI'C statlc.schedule for TT tasks

the message has gained the bus it will be sent without any inten"zanI ST, messages, we use aillst-schedullng I.oased. algorithm [5].

ference [12]). Second, the availability for a message is compute@‘ssum'ng that in our appllc_atlon we ha"‘? N time-triggered task

by substracting fromw; the length of the ST slots which appear graphdy, [2' .. 'y, the static schedule will be computed over a

during the considered interval; moreover, because a DYN mesper'o_d TSS_' LCM(T, T, TN)' Th? inputto the list scheduling

sage will not be sent unless there is enough time before the Cm@lgorlthm is a graph consisting of instances of eacfy, where

rent dynamic phase ends, the availability is further decrease&izTSéTi' A ready list contains all TT tasks and ST messages

with C, for each dynamic phase in the busy window (whege C which are ready to be scheduled (they have no predecessors or all
is the transmission time of the longest DYN message) their predecessors have been scheduled). From the ready list,
Our schedulability analysis algorithm determines the length oftaSkS and messages are extracted one by one to be scheduled on

a busy windoww; for an ET task or DYN message by identifying tTe proces_sordtheyhare mapped to, reipe: tlr\]/ely |n:jo a sftar?c bus-
the appropriate size ofj; for which the ET demand is satisfied slotassociated to that processor on which the sender of the mes-

by the availability:H;; (wj) < A;(wjj). This procedure for the cal- sage 1s exzcutedk Thedprlorlty func.tlon W,h,'Chl IS uhsed t‘? selecdt.
culation of the busy window is included in the iterative processamong ready tasks and messages Is a critical path metric, modi-

for calculation of response times, presented earlier in this subsect,'-eOI for the particular goal of scheduling tasks mapped on distrib-

tion. It is important to notice that this process includes both tasks!ted Systems [13]. Let us consider a particular tgskelected

and messages and, thus, the resulted response times of the ltzr?r_n the r_ea_dy listto be §<_:hedu|éﬂ_.|s the ea_rllest tl_m_g moment
tasks are computed by taking into consideration the dela))Nh'Ch satisfies the condition that all preceding activities (tasks or
induced by the bus communication. messages) af; in graphr; are finished and the processog;

After performing the schedulability analysis, we can check if 'S Te€-82 = ALAP(ty) is the latest time whem; can be sched-
R; < D; for all the ET tasks. If this is the case, the set of ET activ- uled. With only the TT tasks in the system, the straight forward

ities is schedulable. In order to drive the global scheduling proc-S°ution would be to schedutg at®,. In our case, however, such
ess, as it will be explained in the next section, it is not sufficient? solution could have negative effects on the schedulability of ET

to test if the task set is schedulable or not, but we need a metri hSk_S' Wh?t Weeha;]/e tohdo LS to plaqjﬁin iUCh a p°|Sig°|r|] insi:ed
that captures the “degree of schedulability” of the task set. Fofhe Interva B1, 8, that the chance tofinally get a globally sched-

this purpose we use a cost function similar with the one describeb‘Iable system IS maX|m!sed. » )
In order to find the right position for;;, we try k different

schedule of TT tasks, we can go on to perform the global sched-
uling and analysis of the whole application.

in [14]: alternatives:
N N 0.-86
fy= 5 5 max(0,R;-Dy),iff; >0 start_timgr;) = 6, + Ii—ll xx X=0 .k—1
_ i=1j=1
Cost = N N For each alternative we perform the schedulability analysis of
f, = Z Z (Ri=D;),iff;=0 the ET task set considering the influence from those TT tasks
iT1)=1 b which are already scheduled. We will select that start time;for

which produces the minimum value f0pst(see Section 3.1).

whereN is the number of ET task graphs aNds the number When scheduling an ST message extracted from the ready list,
of activities in the ET task gragh. we place it into the first bus-slot associated with the sender node

If the task set is not schedulable, there exists at least one tadR Which there is sufficient space available.
for which Rj > Dj. In this casef; > 0 and the cost function is a If all TT tasks and ST messages have been scheduled and the
metric of how far we are from achieving schedulability. If the set schedulability analysis for the ET tasks indica@sst< 0, the
of ET tasks is schedulabl, < 0 is used as a metric. A valdg global system scheduling has succeeded.
=0 means that the task set is “just” schedulable. A smaller value There are two aspects to be mentioned:
for f, means that the ET tasks are schedulable and a certain, How large should be the numbeof alternatives to be tried
amount of processing capacity is still available. for the placement of a tasi? If kis large, we will increase

Now, that we are able to perform the schedulability analysis
for the ET tasks considering the influence from a given static the chr_:mce_ to generate a sch(_edulable _system, however the
execution time for the scheduling algorithm could become
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Figure 5. Transformation of unused static

bandwidth into dynamic phases Figure 6. Operations on dynamic phases

unacceptably large. At the same time, for relatively large static and dynamic phases during a communication cycle,

intervals Py, 65] it is reasonable to try more alternatives as well as the length and order of these phases. Considering

than for tight intervals. In our current implementation we the static phases, parameters to be fixed are the order,

set the numbek as follows: number, and length of slots assigned to the different nodes.
(6,-6,) The optimization problems identified above can be

k = max% x N, 1) approached once the holistic scheduling technique presented in

Section 3is available. In the next section we illustrate this by con-
The valueA is determined at the beginning of the scheduling sidering a particular problem related to bus access optimization.
process after an initial ASAP and ALAP schedule has been
constructed for the TT taskA.is the average of (ALAFr(J-_)- 5. Bus Access Optimization
ASAP(;)) over all TT taskst;;. Thus, the value ok will ) o _ _
oscillate around the valul, getting larger values for long We consider an application and an architecture like the one
intervals By, 8,] and small values for short intervals. The described in Section 2. The designer has mapped the tasks on the
valueN is set by the designer. In Section 6 we present SOme{:odes of the system and has set the bus cycle according to his best

. tal lts showina the infl Nfon th nowledge. After running the holistic scheduling presented in
experimental results showing the intiuence foron the Section 3, it turns out that a correct static schedule for the TT

scheduling time and on the quality of the generated schedulegasks and ST messages has been generated, but the ET task set is
2. Forthe case that no correct schedule has been produced, W@t schedulable. One of the reasons for this could be that there is
have implemented a backtracking mechanism in the listnot sufficient bandwidth allocated for the communication of mes-
scheduling algorithm, which allows to turn back to previ- sages between ET tasks. The problem to be solved is to find a
ous scheduling steps and to try alternative solutions. Instructure of the bus cycle such that more bandwidth is allocated

order to avoid excessive scheduling times, the maximumto the dynamic phases with the goal to improve the schedulability
number of backtracking steps can be limited. of ET tasks while maintaining a correct static schedule.
As a first step, the optimization algorithm transforms some
parts of the static phases into dynamic phases. For each static slot
4. System Optimization in the bus cycle and for each round in the static schedule we trans-

Considering a hard real-time system like the one described ifggg 't:r;gur?zrgdlcally unused part of the slot in a dynamic phase

tShectllon 2.’ szle\_/eral design ﬁ)ro:)_lemsfemergeh._t'l'h?re are, of courbs ' After this initial step, various bus cycle configurations are
e classical issues as selection of an architecture (e.9. num 8§<plored by splitting and merging bus phases. Figure 6 illustrates

and kind of nodes), the mapping of tasks on the processing nOdeﬁ1e operations on dynamic phases. Three possible outcomes are

or the assignment of priorities to ET tasks and DYN MEeSSageIpown for both the splitting and the merging example. We have

[1].[71,[17]. However, due to the heterogeneous ET and TTimpIemented a simulated annealing based algorithm which

Eature ?f thle application and_ tthe mtl_xed syglchronous/é:ly_ndamlt_capp"es successive splitting and merging transformations with the
f_uz.pro 0Col, Some new, very Interesting problems can be 1den Igoal to improve the schedulability of the ET task set and the con-
1ed: straint of achieving a correct static schedule for TT tasks. The

: Par_tlt_lgnlng O.f the syste_m functionality mt_o_TT and ET objective function driving the algorithm is the functid@ost
activities During the design process, a decision should bejiroduced in Section 3.1

made on which tasks and messages will be implemented as .
TT/ET and ST/DYN activities, respectively. Typically, this 0. EXperimental Results

decision is taken, based on the experience and preferences For evaluation of our scheduling and analysis algorithm and of
of the designer, considering aspects like the functionalitythe pus access optimization heuristic, we generated a total of 80
implemented by the task, the hardness of the constraintsapplications. Each application consisted of 80 tasks mapped on
sensitivity to jitter, etc. There exists, however, a subset of10 processor nodes. The percentage of ET tasks was 40% of the
tasks/messages which could be assigned to any of theytal number of tasks for half of the application set and 60% for
domains. Decisions concerning the partitioning of this setthe other half. Processor utilisation was 60% and 80%. The bus
of activities can lead to various trade-offs concerning, for handwidth was equally divided between the dynamic and the
example, the size of the schedule table or the schedulabilitytatic phases. All experiments were run on an AMD Athlon
properties of the system. 850MHz PC.

+  Determining the optimal structure of the bus access cycle  The first set of experiments concerns the holistic scheduling
The configuration of the bus access cycle has a strongygorithm and, in particular, the trade-off between speed and
impact on the global performance of the system. Theqyajity. In Section 3 we have shown that the number of alterna-
parameters of this cycle have to be optimised such that theyyes considered for the placement of a TT task depends on the
fit the particular application and the timing requirements atcoefficientN. A larger number of such alternatives improves the
the task level. Parameters to be optimised are the number Qfyality of the schedule but increases the schedule time. Figure 7



_5 80 tasks (60% ET), 60% ET tasks 40% ET tasks
@ | 10 processors, Processd
2 4] 60% processor utilisation utilisatior}/schedulability optimiza-|schedulability optimiza-
g improvement tion time |improvement tion time
*é3 (sec) (sec)
E 2 60% 34% 67.4 25% 109.8
]
§ 1 80% 29% 64.7 24% 715
0 Table 1: Bus Optimization Results
0 5 10 15 20 25 30 35 40 45

N 7. Conclusions

Figure 7. Optimization time Distributed embedded systems based on mixed static/dynamic

communication protocols are becoming the new standard for
gutomotive applications. Such systems typically run applications
consisting of both ET and TT tasks. We have presented a holistic
scheduling and timing analysis approach for this class of systems.
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shows how the scheduling time grows whh When following
Figure 8, however, we can observe that the quality of the schedul
(expressed through the functiddos) at the beginning very
quickly improves with growindN, and then practically keeps at a
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