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ABSTRACT
In this paper we propose variable voltage task scheduling
algorithms (periodic as well as aperiodic) that minimize en-
ergy. We �rst apply the existing task scheduling algorithms
to obtain a feasible schedule and then distribute the avail-
able slack using an iterative algorithm that satis�es the the-
oretically obtained relation for minimum energy. We show
experimentally that the voltage assignment obtained by our
algorithm is very close (0.1% error) to that of the optimal
assignment.

1. INTRODUCTION
Energy consumption is a very important performance met-

ric in todays world full of portable devices. Substantial en-
ergy minimization can be achieved by lowering the supply
voltage instead of idling, when the computational load of a
task is low. Thus determining the supply voltage of the pro-
cessor as it executes tasks with di�erent computational loads
such that the energy consumption is minimum (without sac-
ri�cing performance) is indeed an important problem.
In this paper we consider a system which consists of a

processor that is capable of operating over a range of supply
voltages and a DC-DC converter (located o� chip) that is ca-
pable of supplying these voltages. Examples include Intel's
XScale processor and Transmeta's Crusoe processor. The
input to our system consists of task arrival times, deadline
times, execution times, switching activities, periods and/or
the time constraint Ttotal (de�ned as the time to complete
all computations). Our aim is to determine the operating
voltage of the processor as it executes each task such that
the energy consumption is minimum.
There are several on-line and o�-line algorithms for the

variable voltage task scheduling problem [1]-[9]. The schedul-
ing problem for the case when there are no dependencies be-
tween the tasks is addressed in [1] and solved using integer
linear programming. A two phase scheduling algorithm is
presented in [2] where in the �rst phase, all tasks are sched-
uled at the nominal voltage and in the second phase, the
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voltages of each task are adjusted till no further reduction
in power is obtained. The scheduling algorithm in [3] sched-
ules the critical jobs at the highest speed and then constructs
a subproblem for the remaining jobs and solves it recur-
sively. The algorithm gives a minimum energy schedule for
o�-line preemptive scheduling. In contrast, the algorithm in
[5] schedules tasks with relaxed deadlines and few overlaps
�rst. Fixed priority scheduling method that considers best
and worst case execution time is presented in [4]. If, in ad-
dition, release times and deadlines are known apriori, the
energy savings increase [6]. Systems where the voltage can
be varied during the execution of a task exploit the slack in
workload variation and result in signi�cant energy reduction
[7], [8].
Our approach to solving the task scheduling problem is

to �rst develop a relationship between the task voltages for
minimizing energy consumption, and then to develop a sim-
ple heuristic to satisfy the relation. We use the Lagrange
multiplier method to show that the minimum energy con�g-
uration corresponds to the case when �(V �Vt)

3 is the same
for all the tasks for both periodic and aperiodic schedules,
where V is the operating voltage, � is the switching activ-
ity, and s is the execution time in terms of control cycles.
In our procedure, we �rst apply the existing task scheduling
algorithm to obtain a feasible schedule, and then distribute
the available extra slack using an iterative algorithm that
satis�es the minimum energy relation. Our procedure has
been applied to 10; 000 randomly generated task con�gura-
tions as well as some real-life cases. For the randomly gen-
erated cases, the energy savings are between 43:5 � 45:7%
when Ttotal = 1:5Tcrit for aperiodic schedules. If the de-
lay to change the converter voltage is 0:05Ttotal, then the
savings drop to 40 � 41:7%. This paper is an extension of
our previous work in [9], where we had only considered non-
preemptive aperiodic tasks.
The rest of the paper is organized as follows. Section 2

formalizes the problem and presents the iterative algorithm.
Section 3 presents the algorithms EDD and EDF for ape-
riodic task assignment and RM and EDF for periodic task
assignment. Section 4 includes the results on user generated
as well as real life examples. Section 5 concludes the paper.

2. FORMALIZATION

2.1 Problem Definition
Given a set of n tasks (
1; 
2; ::::; 
n) and a computation

time Ttotal, our aim is to schedule the tasks in time Ttotal
such that the energy consumption is minimum. Associated

279

Due to the type 3 fonts used, please increase the magnification to view



with task j are the following parameters: aj : the arrival time
of task j, dj : the deadline time of task j, ej : the execution
time of task j with the maximum voltage Vref pj : the period
of task j, �j : the average switching activity of task j.
Scheduling the tasks is equivalent to determining the sup-

ply voltage of the processor during execution of each of the
tasks. In our model, the supply voltage remains constant
during the execution of the entire task.

2.2 Aperiodic (Single) Tasks
In this section, we consider aperiodic tasks, which includes

single tasks and identical jobs activated at irregular inter-
vals. If �j is the execution time of task j, and n is the
number of tasks, then

Ttotal �

nX

j=1

�j =

nX

j=1

sj � k
0

CL
Vj

(Vj � Vt)2
; (1)

where sj is the number of control cycles required to execute
task j, Vj is the circuit supply voltage, Vt is the threshold
voltage, CL is the load capacitance and k0 is a device param-
eter which depends on the transconductance and the width
to length ratio of the transistors.

2.2.1 Formulation for energy minimization
The energy of task j is given by �jCLV

2
j sj , where �j is

the average switching activity of task j and the terms CL,
Vj , sj are the same as de�ned before. The total energy
consumption is thus Etotal =

Pn
j=1 �jCLV

2
j sj .

Our aim is to minimize Etotal subject to the constraint
Ttotal = constant. We use the Lagrange multiplier method
to determine the supply voltage of each task.
We �nd Etotal is minimum when the following condition

is satis�ed.

�1V1(V1 � Vt)
3

V1 + Vt
= ::::: =

�nVn(Vn � Vt)
3

Vn + Vt

For Vj > 3Vt, this is approximated to

�1(V1 � Vt)
3 = ::::: = �n(Vn � Vt)

3 (2)

The error in energy calculation is � 0:1% (see Figure 1,
Ealg, Eopt di�erence).
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Figure 1: Normalized energy vs. �3 for three task
assignment problem when �1 = �2 = �, and s1 = s2 =
s3.

2.2.2 Graphical illustration of the formulations
The energy minimization result is graphically illustrated

in Figure 1 for the case when there are three independent
tasks (i.e. there is no dependency between the tasks, tasks
are soft and activated simultaneously) that have to be com-
puted in time Ttotal. In Figure 1, �1 = �2 = �, s1 = s2 = s3,
and �3 is varied from � to 2�. Eopt is the lowest energy when
switching activities are considered, Ealg is the energy using
our formulation in eqn. 2 , Eno�� is the lowest energy when
the switching activities are ignored. Ealg is very close to
Eopt (0:1% error) and Eno�� is also close to Eopt when the
switching activity ratio of the tasks is at the most 2 (3%
error).

2.3 Periodic Task Assignment
In this section, we consider periodic tasks, that is tasks

that consist of a sequence of identical jobs (instances), acti-
vated at regular intervals. If pj is the period of task j, and n
is the number of tasks, then

�j
pj

is the fraction of processor

time spent in execution of task j. So, the utilization factor
U =
Pn

j=1

�j
pj
� 1.

In the energy minimization formula, we use U = constant
as our constraint. The total energy consumption in time
Ttotal is

Etotal =
nX

j=1

Ttotal

pj
�jCLV

2

j sj

Using the same approximations as in aperiodic task as-
signment, we �nd that Etotal is minimum when

�1(V1 � Vt)
3 = ::::: = �n(Vn � Vt)

3 (3)

Thus to minimize energy, the task voltages have to be
chosen according to eqn.(3). Note that the condition for
periodic and aperiodic tasks is the same.

2.4 Slack adjustment for minimum energy
The task voltages are iteratively adjusted so that the La-

grange relation is satis�ed. Let m be the task with the
minimum � value. Then in each iteration the task voltages
are adjusted with respect to task m.

Vj = (
�min

�j
)1=3(Vm � Vt) + Vt (4)

In the �rst iteration, task m is set to Vstart, where

Vstart = (
�max

�min
)1=3(Vmax � Vt) + Vt (5)

In the iterative procedure, in each step, the voltage of task
m decreases by �V , where �V is the converter sensitivity.
The maximum number of iterations is then given by kmax =
1

�V
(Vstart�Vmin) =

1

�V
((�max

�min
)1=3(Vmax�Vt)+Vt�Vmin).

By doing a binary search, the number of iterations can be
reduced to log(kmax).

3. TASK ASSIGNMENTS

3.1 Aperiodic EDD (Jackson’s) Algorithm
The Earliest Due Date (EDD) algorithm schedules tasks

with earlier due date �rst. It has a complexity of O(nlogn),
since the procedure sorts the tasks by increasing deadlines.
If after the application of the EDD algorithm, a feasi-

ble solution exists and unused slack is available, then the
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following algorithm is invoked to decrease the energy con-
sumption. In each iteration, the voltage of the critical task
(or task m) is decreased, the voltages of the other tasks ad-
justed, and the �nishing time of the task, f , compared with
its deadline. If there is a violation of task j at step k, i.e.
there is a violation in the assignment Vj(k), then the previ-
ous voltage value (Vj(k � 1)) is the optimal voltage value.
Furthermore, since all tasks with earlier due date than task
j could have caused deadline violation of task j, all these
tasks are assigned voltages corresponding to iteration k� 1,
Vl = Vl(k� 1) for l = 1 to j. The algorithm continues until
voltages for all the tasks are determined.

for k = 1 to kmax

update Vm(k), �m(k) for the critical task
for each unscheduled task 
j 2 �

update Vj(k), �j(k) for the tasks using eqn.(4)
fj = fj�1 + �j(k)
if fj > dj(k)

for l = 1 to j
Schedule: Vl = Vl(k � 1).
return end, if all the tasks are scheduled.

Complexity: The worst case complexity of the algorithm is
O(nkmax). This is because there are at most kmax iterations,
and in each iteration, at most n task voltages are calculated.

3.2 Aperiodic EDF (Earliest Deadline First)
Algorithm

Earliest Deadline First (EDF) is a dynamic scheduling
algorithm that at any instant executes the task with the
earliest absolute deadline among all the ready tasks. In our
algorithm, whenever a new task arrives, the voltage values
of the unscheduled tasks are updated according to the mini-
mum energy equation provided that the deadline constraints
are not violated.
Complexity: In each cycle, the task with the earliest dead-
line is scheduled with complexity O(nlog(kmax)), using a
binary search. The overall complexity of the algorithm is
O(n2log(kmax)).

3.3 Periodic RM (Rate Monotonic) Algorithm
The Rate Monotonic (RM) scheduling algorithm assigns

priorities to tasks according to their request rates. In ad-
dition, deadline of a task (dj) is equal to its period. The
suÆcient but not necessary guarantee test is U � Ulub =
n(21=n � 1). In our algorithm, the voltage values of the
unscheduled tasks are updated according to the minimum
energy equation provided U � Ulub.
Complexity: The worst case complexity of the algorithm is
O(nlog(kmax)). This is because at most log(kmax) iterations
are needed, and in each iteration at most n calculations are
done.

3.4 Periodic EDF Algorithm
The Earliest Deadline First (EDF) algorithm is a dynamic

scheduling rule that selects tasks according to their absolute
deadlines. Deadlines of the tasks are assumed to be equal
to their periods for simplicity. The guarantee test is U =Pn

i=1
�i
pi
� 1

In our algorithm, whenever a new task arrives, the voltage
values of the unscheduled tasks are updated according to the
minimum energy equation provided U � 1.

Alg. Energy Saving
Dc = 0 Dc = 0:05 Dc = 0:1

EDD Tt = 1:5Tc 43.5 40 35.7
Tt = 2Tc 63.5 61.2 58.8

Aper. Tt = 1:5Tc 43.5 40 35.7
EDF Tt = 2Tc 57.4 55.8 54.2

Uc = 0 Uc = 0:05 Uc = 0:1
RM Ulub = 1:5U3:3 45.7 41.7 37.6

Ulub = 2U3:3 62.8 60.3 57.8
Per. U = 1:5U3:3 45.7 41.7 37.6
EDF U = 2U3:3 62.8 60.3 57.8

Table 1: Energy saving change for di�erent con-
verter delays for aperiodic schedules and di�erent
converter utilizations for periodic schedules (Tt =
Ttotal; Tc = Tcrit).

Complexity: In each cycle, the task with the earliest dead-
line is scheduled with complexity O(nlog(kmax)). The over-
all complexity of the algorithm is O(n2log(kmax)).

4. RESULTS
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Figure 2: Five task assignment problem for �max =
2�min, smax = 2smin, pmax = 2pmin.(a) EDD: Normal-
ized energy vs. normalized delay. (b) RM: Normal-
ized energy vs.normalized utilization

4.1 Randomly generated task configurations
We experiment with 10,000 di�erent task con�gurations,

where each con�guration consists of 5 di�erent tasks with
task execution times randomly chosen between smin and
10smin and switching activities randomly chosen between
�min and 2�min.
EDD algorithm: The task execution times are distributed

normally between Tcrit to 2Tcrit, with a mean of 1:5Tcrit and
standard deviation of 0:16Tcrit. Figure 2(a) plots the nor-
malized energy as a function of Ttotal. We see that as the
delay increases, tasks can be assigned to lower voltages and
as a result the normalized energy reduces.
Aperiodic EDF algorithm: The energy savings for the

aperiodic EDF algorithm are almost the same as EDD, since
the variation in � is the same.

281



Appl. Alg. � Energy Saving %
Uc = 0 Uc 6= 0

CNC RM same 44.7 44.7
di�. 46 43.3

EDF same 64.7 64.7
di�. 65.4 64.3

INS EDF same 37.3 37.3
di�. 45 44.4

Avio. EDF same 32.2 32.3
di�. 25.9 25.5

Table 2: Energy savings for real-life examples.

RM schedule: The task utilizations are distributed nor-
mally between Ulub = 0:74 to 0:5Ulub = 0:37. Figure 2(b)
plots the normalized energy as a function of the normalized
utilization factor. We see that as the normalized utilization
factor increases, tasks can be assigned to lower voltages, and
as a result the normalized energy reduces.
Periodic EDF algorithm: The energy curve are similar

to that obtained by the RM schedule. However the energy
savings are much higher for EDF, compared to RM, since
the slack is fully utilized.

4.2 Effect of Converter Delay
The delay to change the voltage in the converter and the

delay to change the clock frequency are important issues
to be considered in the variable task scheduling problem.
To model the e�ect of converter delay, we consider the ra-
tio of Dc, the converter delay due to voltage and frequency
change, and Ttotal for aperiodic assignment. Similarly, for
aperiodic assignment, we consider the utilization factor of
the converter, Uc, de�ned as the slack that gets absorbed
because of voltage and frequency change.
The average energy savings for di�erent converter delays

and utilizations are summarized in Table 1. For instance,
for EDD, when Ttotal = 1:5Tcrit, the saving is 43:5% when
Dc = 0 and 40% when Dc = 0:05Ttotal. For RM, when
Ulub = 1:5U3:3, the saving is 45:7% when Uc = 0 and 41:7%
when Uc = 0:05. Thus the e�ect of converter delay and
utilization cannot be ignored.

4.3 Real Life Examples
We have also considered some real-time applications, CNC

(Computerized Numerical Control), INS (Inertial Naviga-
tion System) and Avionics task set. The deadlines of the
tasks are assumed to be equal to their periods (for simpli-
�cation). The worst case delay to vary the clock frequency
and the supply voltage is taken to be 10�s [8].
We consider 2 cases. In the �rst case, switching activi-

ties are assumed the same for all the tasks and in the sec-
ond case, switching activities are chosen between �min and
2�min. When switching activities are the same, the mini-
mum energy solution corresponds to the case where all the
task voltages are the same. So, there is no delay in the con-
verter and energy savings do not change. When switching
activities are di�erent, the energy savings change with the
converter delay. Table 2 summarizes our results for those
three cases. For instance, when EDF is applied to INS, the
energy savings drop from 45% to 44:4%, when switching ac-
tivities are taken into account (� di�.).

Algorithm Complexity
before after

sta. per. RM O(nlogn) O(nlogk) +O(nlogn)
aper. EDD O(nlogn) O(nk) +O(nlogn)

dyn. per. EDF O(n2) O(n2logk)
aper. EDF O(n2) O(n2logk)

Table 3: Complexity of the algorithms before and
after energy minimization, where n is the number
of tasks and k is the number of iterations.

5. CONCLUSIONS
In this paper we present an extension of existing task

scheduling algorithms to minimize energy. The main fea-
tures of our scheme are

1. It can be used widely for di�erent classes of task schedul-
ing problems.

2. It �nds a near-optimal (0:1% error) solution.

3. It has a low complexity; the asymptotic complexity of
the scheduling algorithms increases mildly when the
heuristic is applied (see Table 3).

4. It considers the e�ect of the delay to change the con-
verter voltage and the clock frequency.

5. It is more realistic, since switching activities of the
tasks are also considered.
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