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ABSTRACT
Energy eÆciency, performance and signal integrity are con-

icting critical requirements for on-chip signaling. We pro-
pose a code-based solution that improves bit rate while re-
ducing communication energy and preserving noise margins.
Our technique is based on the observation that RC lines
can be used at twice their limiting bit rate to transmit bit
streams with no isolated bits. We propose new encodings
(called minimum run-length guaranteed codes, MRLG) that
eliminate isolated bits, thus enabling double-bit-rate signal-
ing. We show that our encodings can be combined with
any low-power code to achieve both energy reduction and
performance improvement.

1. INTRODUCTION
Energy eÆciency and signal integrity are major concerns

for the designers of deep sub micron (DSM) integrated cir-
cuits. The reduction of the cross section and spacing of
wires causes the increase of RLC parasitics responsible of
propagation delay, noise and power consumption [1], thus
increasing the impact of interconnects on design metrics.
Signal propagation on interconnects is a�ected by several

noise sources that may impair signal integrity: inter symbol
interference, supply noise, timing uncertainty, crosstalk, ...
Such noise sources have been deeply investigated and speci�c
techniques have been proposed either to reduce them or to
mitigate their e�ects on digital signals [1]. As for power
consumption, a large fraction of the power budget of a digital
system is spent in switching the capacitance of long internal
wires. Formidable e�orts have been spent in the last decade
to reduce the power consumption on global interconnects [2,
3, 4].
However, signal integrity and low power needs are often

con
icting, making it diÆcult to �nd uni�ed optimal so-
lutions (for instance, reducing supply voltages leads to a
quadratic bene�t in terms of power, but impairs noise mar-
gins). Moreover, both noise e�ects and power consumption
become more critical at higher frequencies, thus actually im-
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Figure 1: Schematic representation of the proposed
signaling system.

posing to trade-o� performance for reliability and power.
In this work we address the problem of on-chip signaling

by looking simultaneously at energy eÆciency, performance
and signal integrity. We start from a baseline communica-
tion channel consisting of a transmitter (Tx), a long on-chip
interconnect and a receiver (Rx). As illustrated in Figure 1,
we treat the channel as the physical layer in the ISO/OSI
protocol-stack model, and we work at a higher level (say,
the data link layer) by performing preliminary encodings of
the bit stream to be sent across the channel. Our target is
to realize a virtual channel working at higher bit rates and
consuming less energy than the original one, while providing
the same noise margins.
Encoding strategies have been successfully exploited by

the low-power community to save energy by reducing the
switching activity on long wires [3, 4]. We will take advan-
tage of such techniques (hereafter referred to as low power
encodings) to meet our energy-reduction goal.
Binary encodings granting error detection/correction ca-

pabilities [5] have been also proposed as a viable solution to
reduce the error rate of the received bit stream, thus provid-
ing the opportunity of pushing the transmission rate beyond
the inherent error-free limit of the channel. In particular,
Pamunuwa et al. [6] demonstrated the e�ectiveness of triple
error correcting codes to compensate the e�ects of crosstalk.
Such codes, however, do not meet our requirements, be-
cause: i) they signi�cantly increase communication energy
and ii) they work under the assumption of random white
noise (RWN), that does not model inter symbol interference
and correlated noise sources.
To overcome such limitations we propose new encodings

that transform arbitrary bit streams into streams having: ii)
no isolated bits and ii) no more transitions than the original
ones. The �rst feature is the key for speed enhancement.
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Figure 2: Reference signaling scheme.

We say that the n-th bit of a stream is isolated if it takes
value b while bits in time slots n-1 and n+1 take value b.
Transmitting an isolated bit represents the worst case situ-
ation for the physical channel, since the line has to switch
from b to b in a single time slot (also called symbol time).
Satisfying noise margins on isolated bits is a diÆcult task
that imposes the actual limitation to the bit rate of intercon-
nects. Sequences with no isolated bits could be transmitted
on the same channel at much higher bit rates without vi-
olating noise margins. The second property of our codes
allows us to decouple speed enhancement from energy re-
duction, since the encoding for speed enhancement will not
impair the bene�ts of low-power encodings used to reduce
the average activity of the communication channel. Figure
1 shows the schematic view of the proposed signaling sys-
tem that o�ers a virtual channel consisting of three layers:
low-power encoding (LP), speed-enhancement encoding (SE)
and physical channel.

The rest of the paper is organized as follows. In Section 2
we analyze inherent properties of physical channels, showing
that interconnects can be used at twice their nominal bit rate
to transmit bit streams with no isolated bits. In Section
3 we present speed-enhancement encodings generating bit
streams with no isolated bits to be transmitted at double
bit rate. In Section 4 we discuss the energy eÆciency of the
proposed codes and their use in conjunction with low-power
encodings. Results are discussed in Section 5.

2. PHYSICAL LAYER
We refer to the baseline signaling scheme of Figure 2. The

transmitter is a CMOS bu�er (T) fed by a bit stream ST ,
while the receiver consists of two components: a Schmitt
trigger1 (R) that regenerates the signal and a 
ip 
op that
samples the output of R on the rising edges of Clk to pro-
vide the received stream SR. We denote by V in and V out
the input and output of R, by Ts the symbol time (corre-
sponding in our scheme to the period of Clk) and by Br the
corresponding bit rate (Br = 1=Ts).
For our simulations we modeled the wire as a distributed

RC line with parameters extracted for a 5mm metal-2 wire
of a 0:25�m process. In particular we assumed a line width
of 1:5�m, a line thickness of 0:5�m a lateral space of 1�m
and an inter-layer oxide of 1�m. We used a supply voltage
of 2.5V and a driver 30 times larger than a minimum-size
inverter. The rising and falling thresholds of the Schmitt

1We use a CMOS Schmitt trigger instead of a CMOS bu�er
at the receiver since it provides improved noise margins and
faster transitions by means of voltage hysteresis. Hysteresis
increases propagation delay, but it doesn't impair bit rate.
Hence, Schmitt triggers are not suitable receivers for short
local wires, where propagation delay is the main concern,
while they can be used to receive digital signals sent across
global interconnects, where bit rate and noise margins are
the key design metrics.
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Figure 3: Response of V in and V out to an input
pulse representing the transmission of a single bit of
value 1 (0) in a sequence of 0's (1's). Graph (a) was
obtained with a symbol time of 1ns, graph (b) with
a symbol time of 0.5ns.

trigger were 1.7V and 0.8V, respectively.
Figure 3 shows the behavior of ST , V in and V out corre-

sponding to the transmission of a single 1 (0) after a long
sequence of 0's (1's). Graph (a) refers to a symbol time of
1ns, graph (b) to a symbol time of 0.5ns. In the �rst case,
the eye opening of V in and V out allows the receiver to re-
construct the correct bit stream. In the second case, the
symbol time is not suÆcient to switch the line capacitance,
causing the isolated bit to be �ltered out.
For our purposes, cross talk, supply noise and timing un-

certainty are external conditions on which we have no con-
trol. Such external noise sources impose noise margins to
V in and V out in order to guarantee the correct sampling
of the received bits. Without loss of generality, we assume
noise margins to be exactly met by the waveforms of Figure
3(a), meaning that our physical channel has a limit bit rate
of 1Gb/s. Needless to say, noise margins are violated by the
waveforms of Figure 3(b).

2.1 Doubling bit rate
Figure 4 shows the behavior of the signaling system of Fig-

ure 2 when used to transmit a bit stream with no isolated bits
at 2Gb/s. Dots on V out represent sampling points, while
vertical lines in the graph represent symbol-time boundaries
at the receiver. Notice that the switching time of the line
exceeds the symbol time (see trace V in in the lower graph),
but all bits are sampled with the required noise margins at
the receiver: the upper graph in Figure 4 shows that V out
reaches nominal voltage levels corresponding to all sampling
points (denoted by dots). In practice, the RC inertia of the
line causes only a right-shift of SR with respect to ST , that
does not impair the correctness of the received stream. The
logical values of ST and SR are reported in Figure 4 above
each graph.
The above discussion leads to the following general obser-

vation: a line with limiting bit rate Br (imposed by external
noise margins and ISI) can be used at 2Br with the same
noise margins to transmit bit streams with no isolated bits.
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Figure 4: Signal waveforms corresponding to a
2Gb/s bit stream without isolated bits. The orig-
inal bit stream and the V in response are shown in
the lower of the graph, while the upper graph shows
the behavior of V out. The transmitted and received
bit streams are also reported on the top.

The same conclusion can be drawn by looking at the power
spectral density (PSD) of signal ST . The average PSD of bit
streams with bit rate 2Br and no isolated bits is similar to
that of generic bit streams with bit rate Br. Hence, bit
streams without isolated bits can be sent at double bit rate
across RC lines acting as a low-pass �lters.

3. SPEED-ENHANCEMENT ENCODINGS
In this section we address the problem of transforming an

arbitrary bit stream S0 into an encoded stream S with no
isolated bits. According to the results of Section 2, such en-
codings will allow us to safely transmit the encoded stream
over the physical channel at twice its limiting bit rate. If
we denote by N0 the length of S0 and by N the length of
the encoded stream, the ratio N0=N represents the encod-
ing eÆciency. The e�ective bit rate provided by the speed-
enhanced virtual channel will be:

Brse = 2Br
N0

N

3.1 Run-length limited (RLL) codes
Run-length limited (RLL) codes were developed in the

80's to improve the eÆciency of magnetic recording devices
(MRDs) [7]. MRDs required a minimum distance Dmin

between subsequent transitions, but they were able to de-
termine the position of each transition with a resolution
Dres < Dmin. Let m be the (integer) ratio between Dmin

and Dres. Encodings guaranteeing a minimum distance of
m bits between subsequent transitions would allow MRDs to
use a minimum spacing of Dres (instead of Dmin) between
bits.
The term run denotes a sequence of bits of the same po-

larity. RLL(m;M) codes generate encoded streams with
run lengths bounded by m and M . Lower bound m was
suggested by the physical properties of MRDs, while upper
bound M was introduced to obtain the global e�ect of a

x(n�1)

x(n) 0 1

0 0 00
1 11 1

Table 1: Variable-length MRLG(2) encoding.
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Figure 5: Gate-level netlists of (a) the encoder and
(b) the decoder for the variable-length MRLG(2)
code of Table 1.

phase modulation. The eÆciency of RLL(m;M) codes has
been also discussed in the context of low-power signaling [3].
Encodings producing bit streams with no isolated bits be-

long to the class of RLL(2;1) codes. The lack of upper
bounds to the run length will allow us to �nd codes that are
more eÆcient and easier to implement than upper-bounded
RLL(2;M) codes. To stress the fact that we impose only
lower bounds to the run length of the encoded stream, we
introduce the termMRLG(2), instead of RLL(2;1), to de-
note codes with minimum run length guaranteed.

3.2 Variable-length (VL) MRLG codes
The simplest MRLG(2) encoding consists of inserting an

extra 1 at the beginning of each run of 1's and an extra
0 at the beginning of each run of 0's. Table 1 shows the
codewords used to represent the n-th bit of S0 (denoted by

x(n)) depending on the value of the previous bit (denoted

by x(n�1)). The original sequence will be reconstructed at
the receiver by simply discarding the �rst bit of each run.
Gate-level implementations of the encoder and decoder

are shown in Figure 5. Both circuits consist of a 
ip-
op
and an exNor gate used to compare the current and previous
bits of ST and SR, respectively. Comparison is used by the
encoder to generate the control signal (se) that enables the
next bit of S0 to be taken from the queue and transmitted. If
the current bit is not equal to the previous one, a transition
is detected and the queue is stopped for one clock cycle to
transmit twice the �rst bit of the new run. Otherwise, next
bit is shifted out from the queue and passed to the physical
channel.
Similarly, comparison is used by the decoder to skip extra

bits by means of the control signal (se) that enables the
current bit of SR to be stored in a queue and become part of
the reconstructed bit stream. If the current bit in not equal
to the previous one it is discarded, otherwise it is stored in
the queue.
In practice, the extra bits added to the original sequence

have the only e�ect of providing to the physical channel

162172



x
(n�1)
2

x(n) 0 1

000 00000 10000
001 00001 10001
010 00110 11000
011 00011 10011
100 01100 11100
101 00111 11001
110 01110 11110
111 01111 11111

Table 2: Constant-length (3-to-5) MRLG(2) encod-
ing.

an extra time slot to switch the line. The total number of
extra bits (i.e., extra time slots) corresponds to the num-
ber of transitions in the original stream. Hence, the eÆ-
ciency of the code is data dependent and the e�ective bit
rate varies over time. If we denote by Nt0 the total number
of transitions in S0, the length of the encoded stream will
be N = N0 +Nt0, from which:

Brse = 2Br
N0

N0 +Nt0

In the worst case of a square waveform with Nt0 = N0, the
proposed approach provides no speed enhancement: Brse =
Br. Typical interconnects, however, have Nt0 << N0, giv-
ing rise to Brse >> Br.
Data-dependent code length actually limits the applica-

bility of such code to serial links with loose synchronization
constraints.

3.3 Constant-length (CL) MRLG codes
Constant-length encoding of a bit stream can be obtained

by segmenting the stream in words of length L0 and replac-
ing each word with a codeword of length L. For our pur-
poses, MRLG(2) codewords must satisfy 4 requirements.
First, they must be uniquely associated with each original
word in order to allow the decoder to reconstruct the orig-
inal sequence. Second, they must contain no isolated bits.
Third, it must be possible to put them in sequence without
generating isolated bits. Fourth, L should be lower than
2L0, or otherwise the ineÆciency of the code will overcome
the advantage of doubling the bit rate of the physical chan-
nel.

Example 1. Consider the case of L0 = 2 and L = 3.
010 is not a possible codeword since it contains an isolated
1, thus violating the second requirement. On the other hand,
codeword 001 does not contain isolated bits, since 0's are
not isolated and the single 1 appears at the end of the word,
making it possible (in principle) to form a longer run of
1's with the following codewords. Suppose, however, that
codeword 001 is used to replace word 01 wherever it appears
in the original stream. If the original stream is ::01 01::, the
encoded stream will be ::001 001::, that doesn't meet the third
requirement.

It can be shown that the shortest MRLG(2) constant-
length encoding can be obtained for L0 = 3 and L = 5. A
valid 3-to-5 encoding is shown in Table 2. It associates with
each original word one of two possible codewords, depending

on the value taken by the last bit of the last word. We
denote by x(n) and y(n) the n-th word and the corresponding
codeword, respectively, and we use subscripts to refer to
their single bits (using subscript 0 for the left-most bit of
each word). In Table 2, row labels are the 8 con�gurations

of word x(n), while column labels are the 2 values of the

last bit of the last word (x
(n�1)
2 ). It can be easily veri�ed

that the code meets requirements 1, 2 and 4. As for the
third requirement, it is met by providing, for each original
word, two possible codewords starting either by 0 or by 1.
Codeword selection is performed by matching the �rst bit of
the current codeword with the last bit of the previous one.
This domino-like encoding guarantees that extreme bits are
never isolated.
A possible implementation of the encoder and decoder for

the 3-to-5 code of Table 2 is shown in Fig. 6. The code was
chosen, among those satisfying theMRLG(2) requirements,
because of some additional features that make it simple to
implement. In particular, the �rst and the last bits of code-

word y(n) are always equal to x
(n�1)
2 and x

(n)
2 , respectively,

so that they can be directly taken from the original stream
without being processed by the encoder. On the other hand,
the three inner bits of codewords starting by 0 and by 1
have dual encoding functions that can be realized by the
same hardware according to De Morgan's law. These fea-
tures are exploited by the implementation of Figure 6: the
three inner bits are encoded using simple AndOrInverters,
while input/output multiplexers are used to switch signal

polarities according to the value of x
(n�1)
2 . Decoding is even

simpler, since only two AndOrInverters are required.

4. LOW-POWER ENCODING
The energy required to transmit a bit stream S on a phys-

ical channel can be expressed as

Ephysical(S;C) = Esw(C) �Nt(S)

where Esw(C) is the energy required to switch the chan-
nel capacitance C and Nt(S) is the total number of signal
transitions in S. Low-power encodings a�ect communica-
tion energy because i) they change the switching activity
of the physical channel and ii) they require extra energy to
perform encoding and decoding. The energy consumption
of the virtual channel can be expressed as

Evirtual(S;C) = Esw(C) �Nt(Sencoded) +Ecodec(S)

where the �rst term represents transmission energy and the
second term the encoding overhead.
We represent the e�ectiveness of low-power encodings in

terms of energy ratio Eratio(S;C):

Eratio(S;C) =
Evirtual(S;C)

Ephysical(S;C)
(1)

=
Esw(C) �Nt(Sencoded) +Ecodec(S)

Esw(C) �Nt(S)

Low-power encodings reduce switching activity at the cost of
energy overhead Ecodec. If the line capacitance is too small,
the energy overhead overcomes energy savings, making the
encoding counterproductive. For large line capacitances, on
the contrary, the energy overhead becomes negligible and
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Figure 6: Gate-level netlists of (a) the encoder and (b) the decoder for the 3-to-5 MRLG(2) code of Table 2.

the energy ratio can be approximated by the activity ratio

Eratio(S;C) '
Nt(Sencoded)

Nt(S)
(2)

As discussed in the result section, the energy cost of encod-
ing and decoding operations can then be expressed in terms
of minimum line capacitance Cmin required to achieve en-
ergy savings.
The signaling scheme proposed in Figure 1 combines low-

power (LP) and speed enhancement (SE) encodings, assum-
ing that they do not impair each other e�ectiveness. In
particular, LP codes should not introduce time redundancy,
while SE codes should not increase switching activity.
TheMRLG(2) codes of Section 3 meet the second require-

ment, since they do not introduce extra transitions. This can
be easily veri�ed for the VL encoding of Section 3.2, while a
more careful analysis is required for the CL encoding of Sec-
tion 3.3. Referring to Table 2, we compare all possible 4-bit

sequences in the original stream (represented by x
(n�1)
2 x(n))

with the corresponding 6-bit sequences (y
(n�1)
4 y(n)) of the

encoded one. For instance, the original sequence ::1 001:::
is transformed in ::1 10001:::, showing the same number
of transitions. The encoding never introduces extra tran-
sitions. Rather, it saves two transitions for each occurrence
in the original stream of patterns ::1 010:: and ::0 101::, that
become :::1 11000::: and :::0 00111::: respectively.

Many time-irredundant low-power encodings have been
proposed [3]. They are either based on space redundancy
(extra bus lines) or on the auto-correlation of the original
bit stream. A thorough overview of LP codes is beyond the
scope of this work. We used only the adaptive encoding pro-
posed in [2] to demonstrate the feasibility of our scheme.

The n-th bit of the encoded stream (y(n)) is obtained as a

Boolean function of x(n�1) and x(n). To guarantee decod-
ability, the original bit x(n) must be uniquely determined
by x(n�1) and y(n). There are 4 di�erent encoding functions
that guarantee decodability. The energy savings they pro-
vide depend on signal statistics. Adaptive encoding consists
of adaptively selecting one of the 4 encodings on the basis of
approximate statistical information collected by observing
the bit stream over a sliding window of �xed size. Run-time
statistics are independently computed by transmitter and
receiver on previously transmitted (received) bits. Hence,
no extra information needs to be transmitted to agree on
the transmission code.

As suggested in [2], we used a window size of 64 bits to
compute run-time statistics.

5. RESULTS AND CONCLUSIONS
We tested the e�ectiveness of our encodings on a large set

of random, deterministic and real-world bit streams. Ran-
dom streams were generated by simulating Markov chains
with randomly assigned transition probabilities; determin-
istic streams were square waveforms with di�erent periods
and duty cycles2; real-world traces where GIF, JPEG and
MPEG binary �les. LP and SE encodings were applied to
each stream to evaluate energy and speed enhancements.
Energy enhancements are represented by the energy ratio
Eratio de�ned in Equation 2, while speed enhancements are
represented in terms of transmission-time ratio, Tratio, that
is the ratio between the total transmission times of the en-
coded and original streams:

Tratio =
Tenhanced
Toriginal

=
Br

Brse
(3)

Notice that the insertion of encoders and decoders a�ect
transmission latency, but it doesn't a�ect the cycle-time
(i.e., the bit rate) because of pipelining. Hence, the propaga-
tion delay of encoders and decoders can be neglected when
computing Tratio.
Results are represented in Figure 7 as points on a Eratio-

Tratio scatter plot. By construction, point (1,1) represents
all original streams. Three sets of points are plotted. Circles
represent low-power encoding (LP) without speed enhance-
ment: many points are well below 1, demonstrating that
sizeable energy savings can be achieved. Triangles represent
low-power encoding combined with CL-MRLG(2): time ra-
tio is 0.83 (corresponding to a speedup of 20%), while en-
ergy ratio is less or equal than that achieved by the LP
encoding. Squares represent low-power encoding combined
with VL-MRLG(2): time ratio depends on the stream (in
many cases in approaches 0.5, corresponding to a speedup
of 100%), while energy ratio is exactly the same achieved by
LP. We remark that, when using variable-length encodings,
the e�ectiveness of LP is also bene�cial for speed enhance-
ment. This will be also shown in Figure 8 and Table 3.
When reducing both energy and time, power could be ei-

ther reduced or increased depending on the relative energy

2Square waveforms represent worst-case situations for adap-
tive LP encodings.
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Figure 7: Scatter plot of experimental results.

0 0.2 0.4 0.6 0.8 1
Time ratio

0

0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 e
ne

rg
y

Original
LP
CL−MRLG
VL−MRLG

Figure 8: Scatter plot of experimental results.

and speed improvements. In Figure 7, the dashed diagonal
represents equation Eratio = Tratio. Points below the diag-
onal represent cases where the double encoding also reduces
average power, while points above the diagonal represent
cases where the speedup exceeds energy reduction, thus in-
creasing average power.
Figure 8 represents the same results using normalized en-

ergy instead of Eratio. Normalized energy is the actual en-
ergy divided by the the maximum transmission energy, i.e.,
the energy spent to transmit a square waveform switching
the line capacitance at every clock cycle. Dots in Figure 8
represent original streams. Notice that some of the original
streams consume more than 80% of the maximum energy,
while all encoded streams have total energy well below 0.5.
Moreover, all points are far from the dashed diagonal rep-
resenting maximum power consumption. As a �nal remark,
the linear relation between normalized energy and Tratio for
VL-MRLG clearly shows that the lower the normalized en-
ergy (i.e., the switching activity) the greater the speed-up
produced by variable-length encoding.
Table 3 reports the average values of Eratio and Tratio

Encoding Eratio Tratio Cmin

LP 0.73 1 36
CL-MRLG 0.95 0.83 > 200
VL-MRLG 1 0.75 1

LP and CL-MRLG 0.69 0.83 48
LP and VL-MRLG 0.73 0.61 44

Table 3: Average results.

provided by low-power and speed-enhancement encodings
and by their combinations. The minimum wire capacitance
Cmin required (on average) to compensate the energy over-
head of encoders and decoders. In order to provide scal-
able information, Cmin is expressed in terms of number of
gate capacitances of minimum-size inverters (i.e., Cmin =
Cwiremin=Cgatemin). Notice that the average energy ratio
achieved by combining LP with CL-MRLG codes is lower
than that achieved by LP alone. In fact, CL-MRLG encod-
ing further reduces switching activity. Similarly, VL-MRLG
codes provide a greater speed-up (i.e., a lower time ratio)
if combined with LP encodings that reduce the number of
transitions, thus reducing the number of extra bits needed
to remove isolated bits.

6. CONCLUSIONS
In this paper we have proposed a code-based approach

for concurrent optimization of energy and performance of
on-chip communication channels.
We have observed that RC lines can be used at twice their

limiting bit rate to transmit bit streams with no isolated
bits. We have presented general encodings that provide bit
streams without isolated bits, suitable to be transmitted at
double bit rate. Finally, we have shown that such encodings
can be combined with low-power encodings to obtain both
energy reduction and speed enhancement.
In our signaling scheme, as long as speed-enhancement en-

codings do not increase the number of signal transitions and
low-power encodings do not increase the total stream length,
performance and energy concerns are orthogonal. Hence, so-
lutions can be independently developed and then combined
without impairing each other.
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