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Abstract

Timing closureproblemsoccu whentiming estimatecomputeddur-
ing logic synthesisdo not matchwith timing estimategcomputedrom
thelayoutof thecircuit. In sucha situation,logic synthesisandlayout
synthesisareiterateduntil the estimatesnatch. The numberof such
iterationsis becominglarger as technologyscales. Timing closure
problemsoccu mainly dueto the difficulty in accuratelypredicting
interconnet delayduringlogic synthesis.

In this paperwe presentanalgorithmthatintegratedogic synthesis
andglobal placemento addresghe timing closureproblem. We in-
troducetechnologyindepementalgorithmsaswell astechnoloy de-
pendat algorithms.Ourtechndogy indepementalgorithmsarebased
onthenotionof “wire-planning”. All thesealgorithmsinterleave their
logic operationswith local and incremental/fullglobal placementjn
orderto maintaina consisten placementwhile the algorithmis run.
We shaw thatby integratinglogic synthesisand placemen, we avoid
the needto predict interconnectdelay during logic synthesis. We
demorstratethat our schemesignificantly enhanceghe predictabil-
ity of wire delays therebysolvingthetiming closureproblem.Thisis
themainresultof our paper Our resultsalsoshav thatour algorithms
resultin a significantreductionin total circuit delay In addition,our
technolgy indepemlentalgorithmsresultin a significantcircuit area
reduction.

1

In corventioral logic synthesisthe literal countof a circuit is mini-
mized. While the literal countis a goodindication of the numberof
netsin acircuit, it cannd be usedto estimatethe wire-lengthof a net.
For this purpose wire-load modelsare typically used. A wire-load
modelis a function that estimateshe wire-lengthof a netgiven the
numbe of pinsonthenet. Sinceno placemehinformationis available
during traditionallogic synthesisthis estimateis not very accurate.
Typically, differentwire-loadmodelsareusedfor differentcircuitsde-
pendirg uponthe circuit sizeandthe fabricationprocessargetedfor
thecircuit. However, wire-loadmodelsunderestimatéhewire-lengths
of mary nets. This is becawsethe lengthof a netis estimatedusing
only the numberof pins connectedo that net. To demonstratehis,
we took industry2 alarge circuit from the 1990MCNC Layout Syn-
thesisBenchmarkcircuits,andran GORDIAN [9] andDOMINO [2]
onit. We useGORDIAN for globalplacemehand DOMINO for de-
tailed placement. Figure 1 shavs a scatterplot of the actuallength
of all netsin industry2(shovn by the“+” marks)supefimposedwith
the estimatedengthof thesenets(shovn asa dottedline). Thex-axis
representshe numkber of pinsconnectedo anetandthey-axisrepre-
sentgthelengthof thenetin microns.As seenfrom thisfigure,alarge
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numberof netlengthsareunderestimatedThis is especiallytrue for
netsconneting a few pins. As a result, convertional logic synthesis
would underestimatehe delay of thesenets. If thereareonly a few
suchnets,thenthe likelihood of quick timing corvergerceis higher
However, if thereare mary suchnets,thenthe numberof iterations
canbe large or the iterationsmay not corverge at all, which is often
calledthe Timing Closuse problem. For larger circuits, the numberof
netsunderestimatetly thewire-loadmodelcanonly getlarger, hence
aggravatingthetiming closureproblem.
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There have beenprevious efforts to integratelogic synthesisand
placementSheng etal [15] introducea stepbetweerlogic synthesis
and global placementthat iteratively improves the designby elimi-
nating the maximum capacitanceviolations within the design. Our
work is orthogmalto theirssincewe couplelogic synthesiandglobal
placementA numberof approatiesthatintegratelogic synthesisand
placemenhave beenpropcsedin the context of minimizing theinter
connectdelayof a circuit. PedramandBhatin [13] proposeda layout
driventechndogy mappingscheme.While performinglogic synthe-
sis,a companionplacemenhis maintainedandthe positionsof nodes
areusedto estimatethe wire-lengthsof nets. The estimatedengthis
thenusedaspartof the costfunctionin thetechndogy mappingstep.
In [12], Pedramand Bhat also proposel a layout driven technoloy
indepen@nt optimizationprocedire. Again, a compaion placement
is maintainedand the positionsof Booleannodesare usedto drive
kernel extraction and elimination algorithms. Our work is different
from their work in several regards. In [13], differentnet modelsare
usedfor globalandincrementalplacement.In our work, we attempt
to minimizethe perturbatiorof the placemenduringlogic operations
by utilizing thesamenetmodelsandalgorithmsfor bothglobalandin-



crementaplacementThisresultsin betterdelayandareacharacteris-
ticsfor ouralgorithm.We alsoemploy differenttechnologydependat
andindepementalgorithmsin arriving atourresults.For example,our
technolgy independat duplicationandkernelextractionalgorithms
areheuristicsbasedon the wire-planningapproachof [6]. Addition-
ally, the areaand delay resultswe obtainare better Lou, et al [11]
presentedan appro&h thatintegratestechndogy mappingandlinear
placemen This approachuseschanneldensityasa costfunction,and
thereforeonly works when2 routing layersareavailable. Therehave
alsobeennumeraus approabesthatrestructurdogic after placement
like [17] and[10]. Thesearefundamemally differentfrom our work
sincewe coupletechnoloy mappingandglobal placement.

Figure 1 essentiallyshaws that it is difficult if not impossibleto
estimatethe length of a net during traditional logic synthesis. We
thereforeproposean apprach which integrateslogic synthesisand
global placemenso thatthe estimationof netlengthsis not required
atall. In particular we look into theintegrationof bothtechndogy in-
depermentandtechnoloy dependat optimizationwith global place-
ment, using efficient placementmodelsand algorithms. We believe
that the key to the integration of logic synthesis and placementies
in the ability to performincrementalplacementhroughait the inte-
gratedoptimizationproceduresuchthatat ary pointin thealgorithm,
the placementlosely mimics the final placement.Using global and
incrementalplacementlgorithmsthat have the samenet model and
basicalgorithms,we carefully interleave our optimizationalgorithms
with placementsuchthat the placementsolutionis perturbedmini-
mally throughout thelogic operations.

The main contrikbution of this work is to successflly integratea
state-of-the-arglobal placementalgorithm with SIS algorithmsfor
minimizing areaplus wire-lengthand delay cost functions. In this
manneywe minimize Timing Closureproblems.In addition,we shav
thaton averagethecircuit delayis reducel by usingourtechniqueln
casewe performdelayoptimization,we obtainanaverageareareduc-
tion of 18%.

The restof the paperis organizedas follows. In Section2, the
technolg@y andnetmodelusedin this paperaredescribed Section3
describeghe incrementabindglobal placemenalgorithmsused. We
describethe integrationof technoloy independat optimizationwith
placemenin Sectiord. Section5 coverstheintegrationof technology
depemlent optimizationwith placement.We shav our experimental
resultsin Section6. Finally, we concludein Section?.

2 Technology and Net M odels

2.1 Technology Parameters

For this paper we usethe 0.1um “strawman” processechnologyde-
velopedby Khatri andMehrotra[8]. Tablel shavstheparameterfor
this 0.1um technoloy (for metallayers1, 2, 3, and4). Also listed
in the tablearethe resistanceper squareand capacitancgper micron
(of a minimum-widthwire). The capacitance/alueis the sumof the
line-to-line (lateral)capacitancandthe capacitane of aline to layers
above andbelow it. Thesecapacitaneswereobtainedby usinga 3-D
parasiticextractorcalledSpace3019].

2.2 Net Model

Beforethe actualroutingis performed the topologiesof netsarenot
known andneedto be estimatedn orderto compue the delay of the
circuit. In this paper the topology of a netis estimatedoy a Steiner
tree. For efficiency reasonsthe centerof gravity of all the cells con-

Tablel: “Strawman” procesarameteror 0.1um technology.

| Procesgum) | 01 |
Voo (V) 1.2
Letf (nm) 50
tox (Nm) 3
# Metal Layers 8
H (um) 0.26
W (um) 0.13
M1-2 | spacgum) 0.13
tins (UM) 0.32
r(Q/0) 0.085
c(fF/um | 0.0742
H (um) 1.0
W (um) 0.5
M3-4 | spaceg(um) 0.5
tins (UM) 0.90
r(Q/0) 0.0224
c(fF/um | 0.0543
Gate | Cett(fF) 14
& 2

nectedto the netis estimatedo be the Steinerpoint. The delayfrom
thedriverto ary pointonthenetis computedusingElmoredelay[4].

3 Placement

For the placemen of Booleannodesin our scheme,we usedthe
“Kraftwerk” globalplacemenalgorithmdevelopedby Eisenmani3].
In our appro&h, we integratethis algorithminto our logic synthesis
tool, SIS[14]. Herewe briefly describehow this algorithmworks. In
general,quadraticplacementlgorithmsconsistof two phases:solv-
ing the quadraic programmirg problemandspreadilg the cells apart
to minimize overlaps[3] [16]. The formerphases similar acrosdif-
ferentquadrdic placemenalgorithms.All netsareusuallymodeledas
cliguesto createa placemengraph. The objective is to minimize the
sumof the squaref the lengthof all edgesin the placemengraph.
The formulationreducego solving the linear equationAx = b. The
distinguishingpart amongvariousquadatic placemen algorithmsis
usually the spreadingphase. In [3], the spreadingapartof nodesis
achivedby introducingadditionalforcesiteratively. In eachiteration,
every cell is subjectedto an attractingforce from every point in the
spacewhichis notoccupiedby acell. With this mainidea,theauthors
formulateand solve the additionalforcesmathematically The result
of addingthesedorcesis anew right-handsidevector Theneteffectof
thisis thatcellsthatareclosesto anopenspacearelikely to bepulled
in to occupy thatspace.Theimportantbendit of this apprachover
otherquadraic placemenalgorithmsis thatit canbe usedin anin-
crementaimannerbecausenly theb vectorchangesvhenadditional
forcesareadded.Thealgorithmcanthencontinuespreadinghecells
apartuntil minimum overlapis achiezed. We believe thatthe key re-
quiremenbf integratinglogic synthesisandplacements theability to
maintaina similar placementhroughaut logic optimization. Thein-
crementahatureof this quadratigorogramning basedalgorithmhelps
fulfill this requirement.

In practice,we cannd repeatthe placemen of all nodesin the
Booleannetwork for every logic operationand cost function while
our algorithm performsits compuation. This would resultin exces-
siveruntime. For costcompuation,andwhenthe Booleannetwork is



minimally perturbedwe locally placethe affectednodes.We require
that the local placementresultsduring logic operationsand the final
placemenresultaresimilar. To achieve this, the netmodelandalgo-
rithm usedfor local placemenarethe sameasthoseusedin theglobal
placemenalgorithm. Sincewe usea quadraticglobal placementool
for the final placementwe locally place nodesby formulating this
problemasaquadatic programmiry problemaswell. Becausehenet
modelusedin the quadratioglobal placemenstepis the clique mode|
we usethe sameclique modelin our local placemenglgorithm. The
cliguemodelisillustratedin Figure2. Letnoden shavn in Figure2(a)
beanew node,generatediuringlogic synthesisoptimizations.Letthe
positionsof all its fanin andfanoutnodesbe known. We first model
all faninandfanaut netsof n ascliques.Thecorresponihg placement
graphis shawn in Figure2(b). The quadraticprogranming problem
is thenformulatedon this local placemengraph. Sincenoden is the
only nodewithout a position, the problemcanbe solved in constant
time.

(a)

(b)

Figure2: (a) A new noden andits neighlors. (b) The placement
graph.

The idea of performinglocal placementwith the samequadratic
placemen formulation and samenet model as the global placement
algorithmis a contribution of this work. Our resultsshav that this
resultsin a significantreductionin interconnet delay while solving
thetiming closureproblemaswell.

In summary we utilize threedifferentplacementalgorithms. The
first is the “Kraftwerk” global placemen algorithm running in full
mode, i.e. without a given initial placement. The secondis
the “Kraftwerk” global placementalgorithm running in incremental
mode,i.e. with a giveninitial placementandthe placemenis mini-
mally perturbed Thethird is thelocal placemenalgorithmwherethe
positionof a cell is determinedby the positionof all cells connected
to its input andoutputnetsasdescribedn Figure?2.

4 Technology Independent Optimization

Thereare a numkber of logic operationscommony employed in the
technolgy indepemlent step, like kernel extraction, re-substitution,
andsimplificationof Booleannodes.Kernelextractionextractscom-
mon kernds from Booleannodes and nenv nodesare createdfor the
kernels. Re-substitutiorre-expressesa nodein termsof othernodes
in the Booleannetwork. Node simplification usessatisfiability and
obsenability don't caresto simplify eachBooleannode separately
Amongthesdogic operationskernel extractionchangeghe structure
of the network extensiely, allowing significantopportunitiesto im-
prove thequality of theresults.For this reasonwe focusour attention
on integratingkernelextractionandplacementin addition,we intro-
duceapositionbasedduplicationalgorithm.

In corventionalsynthess, the costfunction usedin techndogy in-
depementoptimizationis theliteral court of the network. Thekernel
extraction algorithm iteratesthroughthe Booleannetwork. In each

iteration, it traverseshe network to find a kernelthat reduceghe lit-
eralcountmaximally andextractsit asa new nodein the circuit. The
Booleannetwork is thenre-expressedusing the new kernel. The it-
erationstopswhenthe literal countof the network cannotbe reduced
further

In this paperthe algorithmis similar but the costfunctionis modi-
fiedto includeanincreasen literal countif a nodeis duplicated The
heuristicto duplicatea nodeis basedon the wire-planningapprozh
presentedn [6]. Thistype of kernelextractionis referredto aswire-
plannedkernelextraction.

41 Valueof aKernd

Thevalueof akernelis the numberof literalsin the Booleannetwork
thatcanbe decreased thekernelis extracted.Thevaluevalue(k) of
akernelk canbe computedeasily First, expressthe Booleanfunction
at eachof the fanoutnodesin factoredform. Let n, be the numberof
timeskernelk appearsn thefactoredform of all its fanouts.Also, let
Ik bethe number of literalsin k. Thevalueof k is

value(k) = ny(l— 1) — I

becausdor eachoccurrere of k in thefanout,(lx — 1) literalsarere-
ducedandly literalsareneedel to represenkernelk asanew Boolean
nodein the network.

4.2 Wire-planned Kernel Extraction

In thewire-planningapproacH6], pathsfrom all primaryinputsto all
primary outputsarerequiredto be monotoricl. Thebasicideaof the
heuristicusedhereis to relax the monotoric constrainton a path by
applyingit locally.

421 Weight of aKernel

Foranodek with placementonstraint{iy,io,...,im}o;,0,,..,0 (i.€.the
transitve faninsof k includeprimaryinputsis, io, .. .,im, andthetran-
sitive fanoutsof k includeprimaryoutpusos, 0z, ..., 0), theinputbox
of k is definedasthe smallestrectanglethat encloseghe primary in-
putsof k andthe outputboxof k is the smallestrectanglehatencloses
the primary outputsof k. With thesedefinitions,the conditionsunder
which a nodeis legaP in the wire-planningappro@h canbe restated
by thefollowing lemma.

Lemmal For a legal node k with placemeh constaint
{i,i2,...,im}or,00,00,M > 1,n > 1, its legal region intersects
with its outputboxonly at its closestpoint, i.e. the point closesto any
output. Similarly, its legal region intersectswith its input box only at
its furthestpoint, i.e. the point furthestfromany output. (Theclosest
andfurthestpointsare unique for a legal node [6]).

Proof: By the definition of region andthe intersectionrule in [6],
thelemmafollows. ]

The primary outputangle of a nodek is definedto be the angle
subtendedy k andall its primary outputs.Figure3(a)illustratesthis
definition. By Lemmal, the primary outputangleof alegal nodek is
atmost90°, which is whenk is placedat the closestpoint of its legal
region. Similar to the definition of primary outputangle,the fanout
angleof anodek (dendedby ay) is definedto bethe minimumangle
subtendedy nodek andary pair of its immediatefanous, g andoj,

1A pathfrom a primary input pi to a primary outputpo is monotonicif the lengthof
thepathis equalto the Manhattardistancefrom pi to po.

2A nodeis legal if thereexistsa positionsuchthatif thenodeis placedin thatposition,
all pathsfrom ary primaryinputto ary primaryoutputgoingthroughit remainmonotonic.



suchthatevery otherfanoutis visited in an angulartraversalfrom g
to oj alongtheangleay.

Figure 3(b) illustratesthis definition. In this example,an angular
traversalalongthe anglea, subten@éd by o1, k, and o4, allows usto
visit all othernodesin the fanoutof the nodek. In this example,a
is the smallestanglesuchthatevery otherfanoutcanbe visited by an
angulartraversalaroundit. Thereforea is thefanou angleof nodek.

\ primary

output
angle

Figure3: (a) Primaryoutputangleof k. (b) Fanoutangleof k.

Theideabehindthewire-plannedkernd extractionis to restrictthe
fanou angleay of akernelk to beatmost9(r. If ay is largerthan90°,
thenthe weight of the kernelis definedto be the value of the kernel
minusthe numberof literals needel to duplicatethe kernelin order
to maintaina maximumfanoutangleof 9¢° for eachkernelandits
duplicates Hence theweightw(k) of akernelk is

w(K) = valug(k) — [%J x I
wherely is the number of literalsof k.

4.3 Wire-planned Duplication

In the wire-plannedckernelextractiondescribedabore, the weightsof
kernelsareusedasthe objectie function of the algorithm. However
kernelsarenotduplicatedduringkernd extraction.Booleannodescan
be very large afterkernd extraction. Duplicating nodesat this point
canincreaseheliteral countconsideraly. Theduplicationprocesss
thereforeperformedas a separateoperation,which is called a wire-
planned duplicationoperation.

Thewire-plannedduplicationalgorithmtraverseshe Booleannet-
work and duplicatesnodeswhosefanoutanglesare larger than 9¢°
Eventually the fanoutanglesof the nodesand their duplicatesare
smallerthanor equalto 9C°. The algorithmis guaranteedo termi-
natebecawsein theworstcaseeachnodeonly hasa singlefanout.

Let | be the numberof fanous of k and let o, and o be the
two end points found when computingthe fanoutangleay of k. If
ok > 9C°, thena circularorderof the fanoutsis computeddenotedas
FOS(k) = (01,02,...,0 ). Theduplicationalgorithmpartitionsthe set
of all fanousinto [ g | sets.The partitionsarecreatedby traversing
the fanauts in the order of the sortedlist FO3(k). A partition starts
from o1, andnodes areaddeduntil a fanoutis reachedhatwould re-
sultin afanoutanglelargerthan9®. A new partitionis thenstarted
andthe procedurds repeated.

4.4

The global placements invoked several times during kernel extrac-
tion. Sincethe numberof iterationsis not known beforethe kernel
extraction algorithmterminatesthe numter of global placementn-
vocationscannotbe determinedn advance. Instead,a parametey is

Interaction with Placement

introduced. The incrementalglobal placementalgorithmis invoked
aftereveryyiterations.

As mentionedabore, the kernd extractionalgorithmis aniterative
algorithm. In eachiteration,a singlekernelis selectedrom all gen-
eratedkernels. The costsof all kernds needto be compued, which
meansthat the location of all kernelsneedto be estimated.For this
purposethelocal placementlgorithmdescribedabore is used.

During techndogy independentoptimization, the circuit structure
is typically very differentfrom the final circuit generatedafter tech-
nology depement optimization. It is thereforenot necessaryo use
interconnectlelayasoneof thecriteriain determiningthe bestkernel
to extract. However, therelative positionsof Booleannodes alongin-
put/outputpathsduring kernd extractionwill likely remainthe same
asthe placemenbf thefinal circuit. For this reasonthe costfunction
of interconrectlengthis preferredto interconnectielayin computing
theweightof akernel. As aresult,thesemi-perimeteestimatds used
to computethe length of a net (insteadof the more computationally
expensve Steinertreeestimate).

5 Technology Dependent Optimization

The technology dependat optimizationstypically consistsof two
steps:technol@y decompmsition andtechndogy mapping Technol-
ogy decompaition is the procesof deconposinga Booleannetwork
(representinghe circuit to be implemented)nto primitive gatese.g.
2-inputNOR gatesandinverters.During techndogy mapping thede-
composedooleannetwork (which consistof only primitive gates)s
mappednto library gates.

5.1 Technology Decompaosition

Our placement-aare technology decommsition algorithm decom-
posesa Booleannetwork usingprimitive gatesjn a mannerthatmin-

imizeswire-lengthsin the decommsednetwork. The algorithmcon-
sistsof thefollowing steps:

1. We first decompae every BooleannodeN of the original net-
work into AND nodes (corresponithg to each cube of the
Booleannode N) and an OR nodewith all the AND nodesas
its fanins. After all the nodesof the original network have been
decompaedin thismanne, we compuethepositionsof thenew
AND andOR nodesby invoking thefull globalplacemenalgo-
rithm. Let the AND nodesbe calledNg, Ny, ---,Nm_1, andlet
the OR node be calledNy,. Here,the cardinality of the sum-of-
productscover representinghelogic functionof N is m.

2. For eachAND or OR noden € {Ng,Nz,:--,Nm} with fanins
Fl = {fy, fa,..., fx}, we decompos n into ' with faninsNI =
{nl,ng,...,n[g]}, where f;j € FI. After sucha decompsition
step,eachnoden; € NI is a 2-input AND or OR nodewith a

pair of nodesin FI asits fanins. We call this decompaition a
two-stepdecomposition

Theobjective of thetwo-stepdecompaition processs to choose
a pair of faninsfor eachn;, so asto minimize the total wire-
length of all the netsconrectedto the outpus of NI and FI,
wherethepositionsof nodesNI arecomputedutilizing thelocal
placementalgorithm. We call this problemthe fanin ordering
problem.

Figure 4 illustratesthis process. In this figure, all nodesare
drawvn to scale. Figure 4(a) shavs a node N in the origi-
nal Booleannetwork being decompased. Figure 4(b) shavs



the deconpositionof N into AND and OR nodesas described
in step1. The logic function compued by the node N is

f1fofafafsfef7fs+ fofip. Figure4(c), shavs node Ny before
two-stepdeconposition. For consisteng in notation,n is also
usedto referto Ny in Figure4(c). Theresultof two stepdecom-
positionis shavn in Figure 4(d). The fanin ordering problem
essentiallyaimsto find atwo-stepdecommsitionof thenodesin

Figure4(c) suchthatthe sumof wire-lengthsof all wiresin the
resultingdecanposition(Figure4(d)) is minimized.

At the end of this step, not all nodes are 2-input nodes. For
example,noden in Figure4(d) has4 fanins.

3. After all AND andOR nodesin the network have beendecom-
posedusing the two-step decommsition method, we run the
global placemen algorithmin incrementalmodeto updateall
nodepositions.

. Wetheniteratesteps?2 and 3 over all Booleannodesof the net-
work until all nodeshave at mosttwo fanins.

5. Finally, we run globalplacementn incrementaimodeon there-
sulting network of primitive gates. The reasonfor runningthe
global placementt this stageis to legalizethe resultingplace-
ment. Sincethe corealgorithmandnetmodelof boththelocal
algorithmandthe global placemenglgorithmarethe same the
resultingplacemenis minimally perturbed.

In additionto theinvocationsof the globalplacementlgorithmde-
scribedabove, we additionallyinvoke incrementaflobalplacemenat
mostp times(wheref is auserdefinedvariable)duringthetechnology
decompsition algorithm. This is to ensurethat our local placement
runsutilize accuratenodeplacementnformationat all times. We ex-
perimentedvith severalvaluesof 3, andfoundthat = 10resultedn
agoodtrade-of betweerrun-timeandcircuit optimality.

Sincemary nodesarecreatedduringtechnolgy decompsition,all
nodesaretreatedas pointsduring global placemen This is handled
by assigninga fixedsizecell for every nodein the network. This size
is scaledaccordingto the numkber of nodes in the network suchthat
the total areamatchesthe available placemen area. This resultsin
minimum overlapthrougtout technologydeconposition.

Theorem 5.1 Thefanin orderingdecisionproblemis NP-complete

Proof: In the decisionproblem,we askthe questionif a decompe
sition whosetotal wire lengthis lessthan a constantB exists. The
problemis clearlyin P becasewe cancompue the total wire length
given a deconposition. Let njj be the new nodeobtainedby pairing
fi € Fl and fj € Fl. Thepositionof nj; canbe compued usinglocal
placemenasdescribedabore. Let d(fj, fj) bethe costof pairing fi
andf;. Thecostd(fi, f;) isthesumof thelengthof netsf;, fj, andnj.
We performreductionfrom the clusteringproblem[5]. Let thefinite
setX of theclusteringproblembethesetof nodes|. Letthedistance
betweenary pair (x,x;) of X bed(fj, f;) asdescribedabose. Then
it is easyto seethatthereexistsa partitionof X into ['g] disjoint sets
suchthatthetotal distanceis < B iff thereis a decompgition whose
total wire lengthis < B. |

Since the fanin ordering problemis a hard problem, we utilize
heuristicsto solve it. The two heuristicsthat we use are ange or-
dering and furthest-pairordering In both heuristics,we look for a
linearorderFls = (fg, fs,,. .., f5) of FI. ThennodesNI arecreated
by pairingnodesin Fls in thislinearorder

In ande ordering, we traversethe faninsof noden in a counter
clockwise direction to form a circular order The two conseutive
faninsin thistraversalthatarefurthestapartin termsof lineardistance
form the endpointsof thefinal linearorder Theremainingnodesare
orderedin the counterclockwisemanner For the exampleshavn in
Figure 4(c), the counterclockwise traversalgives the following cir-
cular order: (f1, fa, f3, 4, fs, fg, f7, fg, f1,...). Thetwo conseutive
faninsthatarefurthestapartin termsof linear distanceare f; and fg.
Hencethesewo nodesform thetwo endpointsof thelinearorder and
thislinearorderis therefore( 1, f2, f3, f4, fs, fg, f7, fg). Theanglede-
compositionof the exampleof Figure4(c) is shavn in Figure5(a).

(@

(b)

Figure5: (a) Angle orderingsolution. (b) Furthestpair orderingsolu-
tion.

In furthestpair ordering,we iteratively pair faninnodes(i.e. nodes
in FI) until thereareno morenodesto pair. In eachiteration,we first
find the fanin f¢ € FI thatis furthestaway from noden in termsof
lineardistance We thenpair node f; with thefaninnode fy € FI that
is closestto f¢ in termsof lineardistance.Nodesf; and fg form the
inputsto anew 2-inputnodein NI. Theresultof furthestpair ordering
for theexampe givenin Figure4(c)is shavn in Figure5(b).

For eachnode,we performtechndogy decanpositionusing both
the angle order and the furthestpair order and computethe cost of
eachorderin termsof total netlengths. The costof an orderis the
sum of the length of the fanin netsand the new nets(i.e. the total
lengthof the netsin Figures5(a)and5(b)).

5.2 Technology Mapping

After technoloy decommsition, the original Boolean network is

transformednto a network consistingexclusively of primitive gates.
This network is calledthe subjectgraph. The gatesin thelibrary are
alsodecommsedusing the sameprimitive gates,and eachsuchde-
composedjateis calleda patterngraph. Technoloy mappingis the
processof covering the subjectgraphwith the patterngraphswhile

minimizing anobjective function. For areaminimization,theobjectve

functionis the total areaof the mappel circuit. For delay minimiza-
tion, the objective function is the total delay of the mappedcircuit.

If the subjectgraphis a tree,technologymappingwith the objectve

function of areaminimizationcanbe solved optimally usingdynamic
programming7].

We describeour areaanddelayminimizationalgorithmsbelow:

521 Areaand Wire-Length Minimization

In our approat, we decompae the subjectgraphinto treesand use
dynamicprogrammingto solve it. The dynamic progranming based
algorithmconsistf two steps:the forward propagatiorstepto com-
putethe costof abestmatchandto storeit onthenode,andthe back-
wardtracingstepto constructhe match.
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Figure4: (a) NodeN to bedecompaed.(b) Decompositiorof N into ANDs andORs. (c) Node Ny beforetwo-stepdecomposion. (d) Node

Np andits two-stepdecompsitionsolution.

Theforwardpropagtionsteptraverseghetreesn topologcal order
from primaryinputsto primaryoutputssuchthatoptimummatchegor
all faninsof a node n arefound beforea matchfor n is found. Let a
matchm at a noden usea gateg from thelibrary. Also let ny, bethe
newv nodefor matchm. Let Fl = {fy, fy,..., fx} bethefaninsof ny.
We recursvely definethe fanin wire costw (nm) of matchm asthe
total length of the fanin netsof ny, plus the fanin wire costof all its
fanins. Formally, wi (nm) = ¥ t,eri Wi (ng;) +1(ng,), whereny, is the
nodeof the bestmatchat f; andl(ny,) is the length of its net. Note
that net ny, is a two-terminal net, sincethe network being mapped
consistsof primitive gateswhich are2-inputgatesandwe operateon
treedecompaitionsof this network. Essentiallyw; (ny) is the total
wire lengthof all netsin the mappel circuit rootedat noden,.

Similarly, we recursvely definethe area costa(m) of matchm as
the areaof g plus the total areaof all its fanin matches. The total
costc(m) of matchm is thenthe weightedsumof the areacostof m
andthe sum of the fanin wire costof m plus the lengthof netn, or
c(m) = a(m) +a(wi (m) +1(n)), wherea is a userdefinedweighting
variable.

Figure6 illustratesthesedefinitions. The fanin wire costof match
mis the sumof thewire lengthsof netswy, w,, ws, andthefaninwire
costsof thematcheof f1, fo, and f3. Theareacostof matchmis the
sumof theareaof g andthe areacostsof the matchedor f;, fo, f3.

malchm gsjr)g gatey

Figure6: Definition of CostElements.

In orderto computethe costof amatch thepositionof thenew node
correspoding to thematchneedgo becomputedi.e. thenode which
shavnin thedottedline in Figure6). As in techndogy decommsition,
we couldre-runglobalplacemenbnall nodesin thedesign(including
the new node). However, this is too time consumingand so we use
the local placementalgorithmdescribedn Section3 to estimatethe
positionof thenew node.

After acertainnumberof nodeshave beenmatchedtheincremental

globalplacemenalgorithmis run ontheentirecircuit. Justasin tech-
nology decompotion, theuserdefinedparametep is usedhere.Dur-
ing the whole technologymappirg algorithm,the incrementalglobal
placemenglgorithmis calledat mostp times.

Duringtechndogy mapping notall nodesaremappedvhencalling
globalplacementTheunmapgdnodesareNAND/NOR andinverter
nodes. Before calling global placemen, theseNAND/NOR andin-
verter nodesare temporarilymappedinto NAND/NOR and inverter
gatesin the library. The temporarilymappednetwork is thenincre-
mentallyplaced.As in techndogy deconposition,all cellsarescaled
to matchavailableplacementireato minimize overlap.

5.22 Delay Minimization

For delayminimization,weintegratethe delaymappirg algorithmde-
velopedby Touati[18] with global placement.Like areaminimiza-
tion, this algorithm decompagesthe subjectgraphinto treesand use
dynamicprogrammingo find agoodmapping.

Whenconsideringa matchm with gateg atnoden, thearrival time
of n is not compued. Rather a piece-wiselinear function f is com-
puted. This is bestexplainedby an example. Let g be a gatewith 2
input pins. Thedelaymodelfrom bothinput pinsof g is characterized
by a(1), B(1), anda(2), B(2), wherea is theinterceptandf3 theslope
of the delay model usedin this paper as shovn in Figure 7(a) and
(b). Assumingthe arrival timesatfanin 1 and2 areA(1) andA(2) re-
spectvely, the maximumdelayvaluesfor all load valuesareshavn in
Figure7(c), which s a piece-wisdinearfunctionfor all possibleload
valuesfor matchm [18]. Eachmatchatn is thereforecharacterizethy
apiece-wisdinearfunction. Thebestmatchatnis a piece-wisdinear
functionwhich is computedby taking the minimum of the piece-wise
linear functionsof all matchesat n. The bestgateto implementn is
selectednly whentheloadatthe outputof nis known, which occurs
during the backward traversalphaseof the dynamicprogrammingal-
gorithm.

Thelocal andglobal placemenglgorithmsareinterleaved with the
delay mappingalgorithmin a similar fashionasin the areamapping
algorithm.

6 Experimental Results

Thelibrary we useis theMSU standarctell library [14]. We modified
thelibrary basednresistanceandcapacitancesbtainedrom SPICE
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Figure7: (a) Delayfunctionof fanin1. (b) Delayfunction of fanin 2.
(c) Maximumdelayfunctionof fanin1 and2.

characterizationgusing the 0.1um processtechnologydescribedin
Section2). WeuseDOMINO [2] asourdetailplacementool. Routing
is doneusing the WARP [1] router from CADENCE. Although our
0.1p technologyhasasmary as8 layersof metal,we only use4 layers
for signalrouting purposes.We assumeall otherlayersare usedfor
routing of power andglobalsignals.

Twenty-five of thelarge circuitsin the 1991 MCNC benchmark set
are selectedfor all experiments. Pin locationsare determineduni-
formly at random. A smallinitial placementsquareis usedfor each
circuit. The sizeis thenexparded during routing to allow all netsto
besuccestully routed.

Theexperimentaketupis asfollows. For areaandwire-lengthmin-
imization, we ran areaoptimizationon our benchmark circuits using
script.rugged in SIS[14]. Thenwe performedtechnola@y decompe
sition and technologymappingusing SIS andthe propssedscheme.
Sincewe decommseour subjectgraphinto treesbeforetechnology
mapping we compareour resultswith the correspording algorithmin
SIS. The parameterst and 3 usedin the experimentsare0.1 and 10
respectiely. For delay minimization, we ran delay optimizationon
our circuitsusingscript.delayin SISandusingour propose scheme.
The SIS algorithmswe comparedour work againstutilized the same
optionsaswereutilized by our algorithm.

Sincewe addresghetiming closureproblem,we first show (in Ta-
ble 2) the delayof thecircuitsusingthewire-loadmodéd of Section2
andtheactualdelayof thesecircuitsobtainedafterdetailrouting. This
experimentillustratesthe severity of thetiming closureproblemusing
traditionallogic synthesis.The total delayis the delay of the critical
path. Theinterconnectlelayis the total delay (including wire delay)
minusthe total delay (excluding wire delay). In this table,a negative
numbe meansthat the actualnumberis smallerthan the estimated
one. As seenfrom this table, the wire-load model (the columnsla-
beled‘Wire”) over-estimatesheactualdelayin somecasesandunder
estimatest in others.For the exampledalu, theerrorin the estimated
interconnet delayis as high as57% and the error in the estimated
total delayis 11%. Theaverageerrorin the estimatednterconnectle-
lay is 29.0% andthe averageerrorin the estimatedotal delayis 4%.
Theseaveragesarecomputedisingthe absolutevaluesof the errorsof
all circuits. For the propo®dapprach(the columnslabeledPILS"),
exceptfor dalu, the estimatednterconnetdelayis smallandthe esti-
matedtotal delayis within 1% of the actualdelay This tablesshavs
the effectivenesof our integratedapproach.

Table 3 reportsthe delay comparisonbetweentechnologydepen
dentoptimizationminimizing areausing SIS versusour approach.n
additionto the advantageof not having to estimatenet lengths(and
therebysolving the Timing Closureproblemas shavn in Table 2),
our schemeexhibits a significantreductionin interconrect delay as
seenfrom Table 3. For the exampledaluy, this translatesnto a 23%
reductionin total delay Using our schemethe averagereductionin
interconnet delayis 12%, andthe averagereductionin total delayis
8%.

Table2: Estimateddelayvs actualdelay using wire-load modeland
ourapproach

InterconnetDelay || Total Delay

Name | Wire | PILS Wire | PILS
C1908 | —4% 0% 0% 0%
C2670 8% —2% 1% 0%
C3540 26% 2% 3% 0%
C432 41% —6% 5% | -1%
C499 —3% —8% 0% | —1%
C880 —52% —4% || —3% 0%
b9 —29% 0% || —2% 0%
dalu 57% —34% 11% | —8%
k2 44% 0% 7% 0%
[Ave [ 29%] 6% [ 4% [ 1%]

The improvement in interconrect delay of our methodis accom-
paniedby a small penaltyin active area,asshavn in Table3. The
averagepenaltyin active areais 10%.

Table3: Resultsof areaandwire-lengthminimization.

Delay
Name Interconnet | Total || Area
C1908 —3% —1% 2%
C2670 —32% | —13% 20%
C3540 —33% —9% 11%
C432 22% 13% 1%
C499 17% 16% 3%
C6288 46% 0% 2%
C880 —1% —0% 13%
ape6 —45% | —27% 9%
cht —24% | —28% 3%
dalu —-36% | —23% 19%
example —6% | —7% | 11%
frg2 18% 26% 20%
i5 —27% | —31% 18%
i6 13% 3% 8%
i7 —12% | —12% 14%
i8 —1% 4% 15%
i9 —2% —5% 2%
pair —40% | —25% 14%
rot —28% —3% 6%
terml —21% —6% || —0%
ttt2 —8% —2% 11%
vda 5% —7% 6%
x1 -37% | —19% 8%
x3 —43% | —36% 11%
x4 —-18% | —11% 15%
| Ave || —-12% | —8% || 10% |

Table4 shaws the delay comparisorbetweentechndogy mapping
minimizing delay using SIS versusour apprachwhich includesthe
wire-plannedkernd extraction, wire-plannedduplication, and delay
optimizationin techndogy depemlentalgorithmsdescribedabore. In
all experimentsy s 20, i.e. theincrementablobalplacemenis called
after every 20 kernelshave beenextracted. The duplicationstepis



appliedafter the techndogy decompaition step. Again, we achieve
a significantreductionin interconnectelay andtotal delay Table4

also shows the areacomparisonof SIS and our delay minimization
schemeAs seenfrom this table,we achiere a significantreductionin

areain additionto the delayreduction We sase an averagereduction
of 18%in area,24%in interconnectelay and18%in total delay So,
in additionto minimizing Timing Closureproblems our algorithmis

ableto reducetotal circuit delayaswell astotal circuit area.

e All placementalgorithms(incrementalglobal, full global, and
local) utilize the samecore placementalgorithm, and the samenet
model. This helpsmaintaina consistenplacemenduring logic oper
ations.

e Additionally, our schemeresultsin averagereductiors of about
12%in interconnectelay andabout8%in total circuit delayfor area
andwire-lengthminimization. Thisis accompniedby anareapenalty
of 10%.

Table4: Resultsof delayminimization.

e For delayoptimization,we achieve anaveragereductionof about
24% in interconnectdelay andabout15% in total circuit delay In
additionto this, areais reducedby 18%on average.

Delay
Name Interconnect]  Total Area References
C1908 12/0 SZA) _10% [1] Cadere DesignSystems|nc., 555 River OaksParkway, SanJose,CA
C2670 —19% —7% || —21% 95134.Envisia Silicon EnsembléPlace-androuteRefeence Nov 1999.
C3540 —15% | —13% || —14% [2] K. Doll, EM. Johanns, andG. Sigl. Domino: deteministic placement
C432 —52% | —26% 4% improvemert with hill- climbing capaliliti es. Proceedings of the IFIP
C499 16% 17% | —12% Internatonal Confeenceon VLS|, pages91-10Q Aug 1991.
C6288 4% A — 90 [3] H. EisenmanrandFF.M. JohannesGeneic globd placementandfloor-
C880 —29% | —24% || —17% a S\I/ar::nhEg:. In DA(T:,hpage; 2-69_271‘;]-”(91]:9(198. » i
. C. . transient analsis of dampedlinear networks wit
ape6 —30% | —27% || —25% -- =imore. the i /S \ .
articularregard to widebandamplifiers. J. Applied Physics (19):55-63,

cht “52% | _45% | _36% Mo P ppliec Physics (19)
dalu —12% | —13% | —18% [5] M. R.Garegy andD. S.Johnson.Compugers and Intractability: A Guide
example2 —33% | —24% || —27% to the Theoryof NP-compléeness W. H. FreemarandCompary, 1979.
frg2 —48% | —18% || —28% [6] W.Gosti,A. Narayan, R. K. Brayton, andA. L. Sangianni-Vincenelli.
i5 8% | —10% —7% Wireplanningin logic synthesisIn ICCAD, pages 26—33,Nov 1998.
i6 —24% —8% || —33% [7] K. Keutzer DAGON: Technobgy binding andlocal optimization by dac
i7 —28% | —13% || —32% matching. In DAC, pages 228-2341990.
is —32% | —24% || —19% [8] tSKhe;‘tri, A '\l/ls/T_r;tr? R LBtr?ytt)on,]:A S:ngbvagniyincenellli, aﬁndR Olt-
- —a0 — 50 —a50 en. A nove ayout fabric for deepsub-micronappications. In
19 o8 OA) 420@ 32 OA) DAC, New Orlears, June1999.
pair —20% | —3% || —10% [9] J.M.KleinhansG. Sigl, EM. JohannesandK.J. Antreich. GORDIAN:
rot —2% 9% || —11% VLSI placenent by quadatic programmingand slicing optimization.
terml -34% | —10% || —14% IEEE Transon CAD, 10(3):356—365March 1991.
ttt2 —33% | —21% || —14% [10] J.Lou, W. Chen,and M. Pedram. Concurret logic restru¢uring and
vda —12% —9% || —13% placementfor timing closure.In ICCAD, pages 31-35,Novembe 1999.
X1 1% 6% || —14% [11] J.Lou, A. H. Salek,andM. Pedram.An exac solution to simultan@us
X3 —33% | —28% I —12% tecology mappingand linear placementproblem. In ICCAD, pages
o 1% | —35% | —26% 671-675Novemberl997.

[12] M. Pedram and N. Bhat. Layout driven logic restrudur-
Ave I —24% ] —15% || —18% | ing/decompositbn. In ICCAD, pages 134-1371991.

7 Conclusions

[13] M. PedramandN. Bhat. Layoutdriventeciology mapping. In DAC,
pages99-105,Junel991.

[14] E. Sentwich, K. Singh,L. Lavagm, C. Moon, R. Murgai, A. Saldanha,
H. Savoj, P. Stefhan,R. Brayton, andA. Sangiovanni-Vincenelli. SIS:

In this paper we ha/e presgntedmapprcachthataddressemetiming A Systemfor Sequeritil Circuit Synthess. Techrical ReportUCB/ERL

closureproblemin IC design. Our approachintegratesboth technol- M92/41,Univ. of CA, Berkeley, May 1992.

ogy independentand technologydepenent stepsof logic synthesis [15] N. Sheng, M. Iyer, R. Damiano,K. Harer H. Ma, andP. Thilking. A

with placement.We believe that successn integratinglogic synthe- robust solution to the timing corvergenceproblemin high-performane

sisandplacements depen@nton the ability to maintaina consistent design.In ICCD, pages250-2%, Octobe 1999.

placemen during logic synthesis which closely approdmatesthe fi- [16] A. Srinivasan K. Chaudhary, andE. S.Kuh. Ritua: aperformancedriven

nal placementWe usedlocal andincrementallobal placementlgo- placementalgorithm. IEEE Transactbns on Circuits and Systemd!:

rithmsto achieve this goal. Analag andDigital Sigral Processing39(11)825-840November1992.
We have introducedwire-plannedkernel extraction, wire-planned [17] G.StenzB. M. RiessB. Rohfleisé1, andF. M. JohannesTiming Driven

duplication, technologydecompsition, and technologymappingal- Placenentin Interaction with Netlist Transformatns. In ISPD, Napa

ithmsusing this integratedfiow. Our technoloy depenéntal Valley, CA, 1997.
g.on ”.‘S“S'”g IS Integratedriow. ) gr .ec .no 0y depenentalgo- [18] Henr J.Touati. PerformanceOriented Technology Mapping. PhDthe-
rithmsincludebothareaanddelayminimization.

: sis, University of California Berkeley, Univ. of CA, Berkeley, November
Thebenefitsof our approzh are: 1990. Memorandim No. UCB/ERL M90/109.

L] The main resultof our papel’is the demonstratiomf asigniﬁcant [19] A. J.vanGendeenandN. P. van derMeijsl Spacwsers manuaj space
reductionin Timing Closureproblems.Timing closureresultsin tra- tutorial, space3d capacitance extraction users manua Techrical re-
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