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Abstract
In deep submicron VLSI circuits, interconnect reliability due to elec-

tromigration and thermal effects is fast becoming a serious design issue
particularly for long signal lines. This paper presents for the first time a
rigorous coupled analysis of AC electromigration that are prevalent insig-
nal linesand thermal effects arising due to Joule heating of the wires. The
analysis is applied to study the effect of technology scaling using ITRS
data, wherein the effects of increasing interconnect (Cu) resistivity with
line dimensions and the effect of a finite barrier metal thickness have been
included. Finally, we have also quantified the reliability implications for
minimum sized vias in optimally buffered signal nets. Our analysis sug-
gests that for the optimally buffered interconnects, while the maximum
current density in the line remains limited by the performance, the cur-
rent density in the vias exceeds the reliability limits and therefore requires
careful consideration in the physical design process flow.

1 Introduction

1.1 Electromigration and Thermal Effects in ULSI In-
terconnects

As VLSI technology scales, interconnects are becoming the dominant
factor determining system performance and power dissipation [1, 2]. Ad-
ditionally, interconnect reliability due toelectromigrationandthermal ef-
fectsis fast becoming a serious design issue particularly for long signal
lines [3]. In fact, it has been recently shown that interconnect Joule heat-
ing in advanced technology nodes can strongly impact the magnitude of
the maximum temperature of the global lines despite negligible changes
in chip power density [4] which will, in turn, strongly affect the electro-
migration lifetime of the interconnect.

The ever increasing demand for speed and functionality in Silicon based
VLSI systems has caused aggressive scaling of devices, reduction in the
interconnect pitch and increase in metallization levels. This aggressive
interconnect scaling has resulted in increasing current densities and asso-
ciated thermal effects [5, 6]. Furthermore, low dielectric constant (low-k)
materials are being introduced as alternative insulators to silicon dioxide
to reduce interconnect capacitance (therefore delay) and cross-talk noise
to enhance circuit performance [7] and reduce power dissipation. These
materials can further exacerbate thermal effects owing to their poor ther-
mal properties.

In a VLSI system, the interconnect current densities are determined by
the interconnect parameters (resistance and capacitance per unit length
and interconnect length) and the buffer size driving the interconnect. Ad-
ditionally, thermal effects can limit interconnect current densities in the
following ways. Firstly, they limit the maximum allowable RMS current
density, jrms−max (since the RMS value of the current density is respon-
sible for heat generation) in the interconnects, in order to limit the tem-
perature increase. Secondly, interconnect lifetime (reliability) which is
limited by electromigration (EM), has an exponential dependence on the
inverse metal temperature [8]. Hence, temperature rise of metal intercon-
nects due to self-heating phenomenon also limits the maximum allowed
average current density,javg−max, since EM capability is dependent on
the average current density [9].

1.2 Previous Works
Traditionally, EM and Self-heating are not simultaneously considered

for generating EM life-time guidelines for interconnects. Hunter [10],
for the first time, solved the EM lifetime equation for Aluminum, and
the 1-D heat equation, in a self-consistent manner which comprehended

both EM and self-heating simultaneously. Recently, we have presented a
methodology for analysis of the role of EM reliability and interconnect
performance in determining the optimal interconnect design for advanced
ULSI interconnect systems [3, 11]. However, the analysis for reliabil-
ity in signal lineswas based on EM analysis for unipolar waveforms and
therefore presented a conservative current density limit. This is due to the
fact that signal lines carrybipolar currents for which the EM lifetimes are
known to be higher [12]. Furthermore, only two technology nodes based
on NTRS [13] were considered. Also, since the analysis was based on
NTRS data wherein global lines were not scaled, a constant metal resis-
tivity was assumed across all technologies.

1.3 Scope of this Study

The analysis presented in this paper examines the self-consistent so-
lutions for allowed interconnect current density for technologies up to
50 nm involving Cu and various low-k materials as per the International
Technology Roadmap for Semiconductors (ITRS) [14]. Bidirectional cur-
rent waveforms which are present in signal lines have been considered
for the first time in this analysis which simultaneously comprehends EM
and Joule heating. Since the line widths of even global wires scale with
technology, one needs to consider the metal resistivity increase with tech-
nology scaling due to increased electron scattering from the interfaces [15]
and because of a greater fraction of interconnect area being consumed by
the barrier metal. Furthermore, prior work [3, 11] only considered current
densities obtained for interconnect lines with optimal buffer insertion. For
global lines, the interconnect cross-section area is large and therefore the
rms current is fairly large. However, this current also flows through the
contacts and vias which connect the global lines to the Silicon substrate.
In this work we also quantify the reliability implications for vias and show
that if minimum sized vias are used for optimal buffering of global inter-
connects, the metal lines may not be a reliability concern but the current
densities in the vias will cause reliability concerns.

2 Preliminaries

Circuit designers are typically provided with the maximum allowable
values for the average current density,javg, the RMS current density,jrms,
and the peak current density,jpeak. For a fixed temperature, EM lifetime
of interconnects is known to be determined byjavg [9] while self-heating
is determined byjrms. Presently, high performance interconnect design is
based on the specified limits for the maximum values of the average, RMS,
and peak current densities [16]. However, they are not self-consistent,
i.e., these values do not simultaneously comprehend the two temperature
dependent mechanisms: EM and self-heating.

2.1 Electromigration

EM is the transport of mass in metals under an applied current density
and is widely regarded as a major wear out or failure mechanism of VLSI
interconnects [8]. When current flows through the interconnect metal, an
electronic wind is set up opposite to the direction of current flow. These
electrons upon colliding with the metal ions, impart sufficient momen-
tum, and displace the metal ions from their lattice sites creating vacancies.
These vacancies condense to form voids that result in increase of intercon-
nect resistance or even open circuit conditions [17]. EM lifetime reliability
of metal interconnects is modeled by the well known Black’s equation [8],
given by,

TTF = A∗ j−nexp

(
Q

kBTm

)
(1)



whereTTF is the time-to-fail (typically for 0.1% cumulative failure),A∗

is a constant that is dependent on the geometry and microstructure of the
interconnect,j is the DC or average current density, the exponentn is typ-
ically 2 under normal use conditions. The activation energyQ in narrow
(< 1µ) Copper lines is dominated by surface transport [18] and is∼ 0.5
eV [19], kB is the Boltzmann’s constant, andTm is the metal temperature.
Therefore the EM lifetime of Copper interconnects decreases as line width
decreases as opposed to Al-Cu lines where EM lifetimes are known to im-
prove with line scaling [20]. The typical goal is to achieve 10 year lifetime
at 100◦C, for which (1) and accelerated testing data produce a design rule
value for the acceptable current density atTref , j0.

2.2 Self-Heating
The effect of self-heating can be analyzed from the following: The

metal temperature,Tm in (1) is given by,

Tm = Tref + ∆Tself−heating (2)

and, under steady-state thermal conditions,

∆Tself−heating= (Tm−Tref ) =
1
T

∫ T

0
I2RRθdt = I2

rmsRRθ (3)

whereTref is the reference chip (silicon junction) temperature and is typ-
ically taken as 100◦C to 120◦C, ∆Tself−heating is the temperature rise of
the metal interconnect due to the flow of current,R is the interconnect
resistance at temperatureTm, andRθ is the thermal impedance of the in-
terconnect line to the substrate. This equation assumes that the frequency
of interconnect current is much greater than the inverse of thermal time
constant (few MHz) which implies that the metal temperature has very
small variations aboutTm. The reference temperature of the chip,Tref , re-
sults primarily due to the total power dissipation in the chip and consists
of switching, leakage, short-circuit and static power dissipation [21].Tref
can be estimated from the following equation [4],

Tref = T0 +Rn

(
P
A

)
(4)

whereT0 is the chip ambient temperature,P is total power dissipation,A is
the chip area. HereRn represents the substrate (Si) layer plus the package
thermal resistance. Using (4)Rn for the present technology node (180 nm)
can be calculated. Assuming the same value forRn, the die temperatures
at other technology nodes can be estimated using (4).Rn is dominated by
the package thermal resistance [4]. Thus, both EM and self-heating are
temperature dependent effects, and as self-heating increases, EM lifetime
decreases exponentially according to (1).

3 Coupled AC Electromigration and Self-Heating
Analysis

Interconnects can be broadly classified into two categories: signal
lines1 and power lines. Power and ground lines typically carry an almost
constant current and therefore their EM reliability can be easily deter-
mined from the DC current density. On the other hand, current in signal
lines is both positive and negative and the time-average of this current is
zero. Therefore one needs to analyze the EM and self-heating of signal
lines in a more rigorous manner. We now present the coupled EM and
self-heating analysis for bipolar pulses. Results for unipolar case have
also been provided for the purpose of comparision.

3.1 Unipolar Current Stress Condition
For unipolar current stress, it has been shown that [10]

r = j20
exp
(

Q
kBTm

)
exp
(

Q
kBTref

) tinstmWmρm(Tm)
(Tm−Tref )KinsWeff

(5)

wherer is the effective duty factor,Tref is the reference temperature,j0
is the design rule current density stress atTref for a target minimum life-
time value (such as 10 years),tins is the insulator thickness underneath the

1Clock lines and data buses are special cases of signal lines.
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Figure 1: Cross-section of a metal interconnect over Silicon substrate.
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Figure 2: Self-consistent solutions ofTm and jpeak for metal 6 of
180 nm technology node withj0 = 0.6 MA/cm2, ρm(Tm) = 2.7×
10−6

[
1+6.8×10−3/K× (Tm−Tref )

]
Ω-cm,Tref = 120◦C andQ = 0.5

eV. The two dotted lines indicatejpeak based on (a)jpeak = j0
r and (b)

jpeak= jrms√
r

.

metal,tm is the metal line thickness (Figure 1),Wm is the metal line width,
ρm is the metal resistivity at temperatureTm, Kins is the thermal conductiv-
ity of the insulating material andWeff represents the effective width from
which the heat escapes from the metal line. A quasi 2-D heat conduction
model [10] can be used to determineWeff as

Weff = Wm+0.88tins

which is valid forWm/tins> 0.4 and is accurate to within 3% [10].
Equation (5) is a single equation in the single unknown temperature

Tm. Once this self-consistent temperature is obtained the corresponding
maximum allowedjrms and jpeak can be calculated from the relationship
between jrms and jpeak (caption of Figure 2) and the following equivalent
expression of (3)

j2rms =
(Tm−Tref )KinsWeff

tinstmWmρm(Tm)
(6)

The self-consistent equation given by (5) for unipolar pulses is also valid
for more general time varying waveforms with an effective duty cycle
reff [22].

One of the consequences of the self-consistent equation is that, for a
certain j0, as r decreases the self-consistent temperature and the maxi-
mum allowed jpeak increases. This effect is shown in Figure 2 for Cu
interconnects. Secondly, it can be observed that asr decreases the ratio

jpeak(self−consistent)

jpeak(without self−heating, i.e., the line labeled j0/r)

decreases monotonically. Atr = 10−2, the self-consistentjpeak is nearly
two times smaller than thejpeak obtained from EM constraint only, i.e.,
without self-heating. From the EM lifetime relation given by (1) this
implies that if a design used only the average (EM) current as the de-
sign guideline without comprehending self-heating it could have a lifetime
nearly three times smaller than the reliability requirement.
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Figure 3: A bipolar pulsed waveform illustrating various current defini-
tions.

3.2 Bipolar (AC) Current Stress Condition
As pointed out earlier, contrary to the current in power supply lines,

current waveform in signal lines is both positive and negative. The aver-
age currentjavg is zero for these signal lines. Therefore for signal lines,
the electromigration problem is not as severe as lines with unidirectional
current flow. However, Joule heating is dependent on the RMS current
density which is not altered. Therefore, an expression similar to (5) needs
to derived for bipolar current case. Hunter [22] derived an expression for
the self-consistent metal temperature for square bipolar currents. How-
ever, the current in a VLSI interconnect is not a square waveform and
therefore we need to derive the expression for the self-consistent metal
temperature for a general bipolar waveform.

Figure 3 shows the bipolar current density waveformj(t) found in typ-
ical signal lines. Letj+(t) denote the positive excursions of the current
density while j−(t) denote the negative excursions of the current density.
Therefore

j(t) = j+(t)+ j−(t)

Obviously j+(t) and j−(t) are mutually exclusive int.
For the case of an arbitrary bipolar ac signal, detailed studies have

shown that the effective ac value of current density responsible for EM,
jEM bipolar, is given by the Average Current Recovery (ACR) model [22]
as follows:

jEM bipolar = jACR

=
1
T

{∫ T

0
| j+(t)|dt−R

∫ T

0
| j−(t)|dt

}
(7)

where jACR is the current density of the ACR model andR is a recovery
parameter (< 1) of the ACR model. It heuristically accounts for the de-
gree of healing of EM void damage that occurs when the current direction
changes [22].

Now, similar to the unipolar case, in order to achieve an EM reliability
lifetime goal mentioned in Section 2.1, we must have the lifetime in any
( jEM bipolar) current density and metal temperatureTm, equal to or larger
than the lifetime value (e.g. 10 year) under the design rule current density
stressj0 at the temperatureTref . Therefore we must have

exp
(

Q
kBTm

)
j2EM bipolar

≥
exp
(

Q
kBTref

)
j20

(8)

From (8) it follows that

jEM bipolar≤ j0exp

(
Q

2kBTm
− Q

2kBTref

)
(9)

100

150

200

250

300

350

400

450

0.0001 0.001 0.01 0.1 1
0.1

1

10

S
el

f-
C

on
si

st
en

tM
et

al
Te

m
pe

ra
tu

reT m
◦ C

M
ax

im
um

al
lo

w
ed

j rm
s
[M

A
/c

m
2
]

Duty Cycler

Tm unipolar
jrms unipolar

Tm bipolar
jrms bipolar

Figure 4: Self-consistent solutions ofTm and jpeak for metal 6 of 180
nm technology node for unipolar and bipolar pulses withR= 0.5. Other
parameters are same as in Figure 2.

For an arbitrary bipolar pulse the average current model for EM should be
replaced by the ACR model, hence it follows that

jACR≤ j0exp

(
Q

2kBTm
− Q

2kBTref

)
(10)

The current waveforms in signals lines are invariablysymmetric bipolar
waveforms. A symmetric bipolar waveform is defined as∫ T

0
| j+(t)|dt =

∫ T

0
| j−(t)|dt

From now on we will concentrate on developing the self-consistent equa-
tion for maximum allowedjpeakfor symmetric bipolar current waveforms.
For these waveforms, (7) can be rewritten as

jACR= (1−R)
1
T

∫ T

0
| j+(t)|dt (11)

Substituting (11) in (10) with the equality sign we have

1
T

∫ T

0
| j+(t)|dt =

j0
1−R

exp

(
Q

2kBTm
− Q

2kBTref

)
(12)

Define the average current as

javg bipolar=
1
T

∫ T

0
| j(t)|dt (13)

It follows that for a symmetric bipolar case

javg bipolar=
2
T

∫ T

0
| j+(t)|dt =

2
T

∫ T

0
| j−(t)|dt (14)

Using (12)

javg bipolar=
2 j0

1−R
exp

(
Q

2kBTm
− Q

2kBTref

)
(15)

Define the equivalent duty cycle as

r =
j2avg bipolar

j2rms
(16)

Therefore from (6) and (15)

r =
4 j20 exp

(
Q

kBTm
− Q

kBTref

)
tinstmWmρm(Tm)

(1−R)2(Tm−Tref )KinsWeff
(17)

Figure 4 compares the maximum allowedjrms and metal temperature
Tm for unipolar and bipolar pulses forR = 0.5. Note thatjpeak will de-
pend on the actual shape of the bipolar waveform and thereforejrms is
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Figure 6: Maximum allowedjrms for top layer metal of ITRS technologies
for symmetric bipolar currents.

used for comparison. Equivalent duty factor as defined in (16). Note that
if only half-period was considered (see Figure 3), the effectiver for the
bipolar case in defined in (16) would be the same as the unipolar case.
From Figure 4 we observe that the maximum allowedjrms increases from
the unipolar case. However, as the effective duty factor decreases, the
maximum allowedjrms values for the two case become very similar. For
instance, forr = 1, allowed jrms for the bipolar case is 3× higher than the
allowed jrms for the unipolar case, while atr = 10−4, this factor is only
1.2.

4 Reliability Based Limits of Interconnect Current
Densities

We now consider the technology specifications for VLSI technology
process ranging from 180 nm to 50 nm as per the ITRS [14] shown in Ta-
ble 1. The interconnect metal is Cu. We then solve for the self-consistent
metal temperature,Tm and the corresponding maximum allowedjrms and
jpeak values for the top layer metal which has been shown to have the
worst thermal characteristics [3].

We begin by analyzing the effect of introducing new dielectric materi-
als on reliability. In Figure 5 the self-consistent values ofTm and jrms are
plotted as a function of duty cycle (r) for different dielectrics but using
the top level metal dimensions of 180 nm technology node for symmetric
bipolar current waveforms. It can be observed thatjrms decreases signif-
icantly as dielectrics with lower thermal conductivity are introduced. For
small values ofr, jrms varies very slowly withr, thereby signifying the
increasing importance of self-heating. Another detrimental effect of using
low-k dielectric materials is that the metal temperature increases, as is ev-
ident in Figure 5 which makes these lines more susceptible to high current
failures [23].

Figure 6 plots the maximum allowedjrms for the top level metal lines
for the ITRS technology nodes for symmetric bipolar waveforms. The
duty factorr is taken to be 0.3 for all technologies except for the 50 nm
technology for whichr = 0.44. The reason for this choice is explained

l

(a) Schematic representation.

Rtr

Vtr CPVst CL

rl

cl

(b) EquivalentRCcircuit.

Figure 7: Interconnect of lengthl between two identical inverters.

in Section 5. It is evident from Figure 6 thatjrms shows a slight decreas-
ing trend as the technology scales. It is instructive to contrast this result
with Figure 5 which showsjrms variation byonly considering different
dielectric materials while the interconnect geometry is not scaled. From
Figure 5 it can be observed that if interconnect geometry is not scaled,
maximum allowedjpeak decreases by a factor of 2.25 from 180 nm tech-
nology to 50 nm technology node due to decreasing thermal conductivity
of dielectrics. If scaled interconnects as per ITRS specifications are con-
sideredjrms reduces by only 16.8%. Therefore for isolated lines, scaling
of interconnect geometries helps to offset the detrimental effects of using
dielectric materials with poor thermal properties.

5 Performance Based Interconnect Current Densi-
ties

As a next step we outline a methodology for computing current den-
sity from performance considerations only. Consider an interconnect of
length l between two buffers. The schematic representation is shown in
Figure 7(a). Figure 7(b) shows an equivalent RC circuit for the system.
The voltage source (Vtr ) is assumed to switch instantaneously when volt-
age at the input capacitor (Vst) reaches a fractionx, 0≤ x≤ 1 of the total
swing. Hence the overall delay of one segment is given by:

τ = b(x)Rtr (CL +CP)+b(x)(cRtr + rCL)l +a(x)rcl2 (18)

wherea(x) and b(x) only depend on the switching model, i.e.,x. For
instance, forx = 0.5, a = 0.4 andb = 0.7 [24]. If r0, c0 andcp are the
resistance, input and parasitic output capacitances of a minimum sized
inverter respectively thenRtr can be written asr0/s wheres is size of the
inverter in multiples of minimum sized inverters. SimilarlyCP = scp and
CL = sc0. If the total interconnect of lengthL is divided inton segments
of lengthl = L/n, then the overall delay is given by,

Tdelay=
L
l

b(x)r0(c0 +cp)+b(x)
(

c
r0

s
+src0

)
L +a(x)rclL (19)

It should be noted in the above equation thats and l appear separately
and thereforeTdelaycan be optimized separately forsandl . The optimum
values ofl ands are given as:

lopt =

√
b(x)r0(c0 +cp)

a(x)rc
(20)

sopt =
√

r0c
rc0

(21)

Note thatsopt is independent of the switching model, i.e.,x.
Since, for deep sub-micron technologies, a significant fraction of in-

terconnect capacitance,c, is contributed by coupling and fringing capac-
itances to neighbouring lines as shown in Figure 8, we performed a full
3D-capacitance extraction using FASTCAP [25] for signal lines at global
metal levels to obtain the values ofc.



Tech. εr
kins Local Tier Semiglobal Tier Global Tier

(W/(m-K)) n wm tm tild n wm tm tild n wm tm tild
180 3.75 1.05 2 250 350 350 2 320 640 672 2 525 1155 1260
130 3.1 0.54 3 182.5 273.75 273.75 2 232.5 511.5 488.25 2 382.5 956.25 1032.75
100 1.9 0.19 3 132.5 225.25 225.25 3 170 408 374 2 280 756 784
70 1.5 0.12 3 92.5 175.75 125.75 3 120 300 276 3 195 546 565.5
50 1.25 0.07 3 65 136.5 136.5 3 82.5 222.75 198 3 137.5 398.75 412.5

Table 1: ITRS interconnect parameters for 180 nm to 50 nm technologies. All dimensions are in nm. Pitch is twice the width for all cases.n is the
number of layers in the current tier.tild is the inter-layer dielectric thickness.

Metaln−1

Metaln

Metaln+1

Figure 8: Typical metal interconnect structure.

Tech.
lopt sopt

jrms javg bipolar r(mm) (MA/cm2) (MA/cm2)
180 3.33 174 0.622 0.339 0.297
130 2.5 151 0.66 0.368 0.311
100 2.22 110 0.61 0.34 0.311
70 1.32 82 0.66 0.373 0.319
50 1.06 53 0.46 0.302 0.431

Table 2: Optimized interconnect and buffer parameters for global tier for
various ITRS technology nodes.

This inverter-interconnect structure can be simulated using SPICE to
obtain the interconnect current waveforms along the interconnect. In or-
der to compare the current densities using SPICE simulations and those
computed in Section 4, an appropriate value ofr needs to be chosen for
simulations. Since these lines are mostly global tier interconnects, they
are expected to carry signals at almost every clock cycle unless the block
they are communicating to is powered down. Therefore this inverter-
interconnect structure is used as a delay stage in a multi-stage ring oscilla-
tor and the current waveforms and current densities along the interconnect
are obtained. These current waveforms and (16) are used to determine the
equivalent duty factor. Table 2 summarizes these values for various ITRS
technologies.

In practice, the input capacitanceCL of the inverter is almost constant
but the output resistanceRtr and output parasitic capacitanceCP are volt-
age dependent and therefore change during the output transition. There-
fore accurate values of optimal interconnect length and buffer size need
to be determined by SPICE simulations. For this, we take advantage of
the fact that the optimal interconnect length does not depend on the buffer
size. Therefore, we first set the buffer size to an appropriate value and
sweep the interconnect length and find the optimum length which mini-
mizes the ratio of the ring oscillator stage delay and interconnect length.
Using this optimum length, we subsequently sweep buffer sizes and find
the optimum buffer size which minimizes ratio of the stage delay and inter-
connect length. This allows us to obtain the values oflopt andsopt taking
into account the bias dependence of transistor resistances and capacitances
and the switching model.

Note that due to the distributed nature of the interconnect, the maximum
current density occurs close to the buffer output. Hence, we need to verify
whether this maximum current density, which is obtained from perfor-
mance considerations (jperformance) only, also meets the EM current den-
sity limits ( jreliability) obtained earlier using the self-consistent approach.

Also, the relative rise and fall skew was found to be same across all
technologies. From our simulations it was observed that drivers and in-
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Figure 9: Comparison ofjrms values obtained from reliability and elec-
trical performance considerations for top layer metal for various ITRS
technology nodes.

terconnects optimized using (21) and (20), maintain good slew rates for
rising and falling transitions across all technologies, except the 50 nm
node, with an effective duty cycle (r = j2avg bipolar/ j2rms) of 0.31±0.01 as
shown in Table 2.r is higher for 50 nm technology node because the tran-
sistors don’t switch off completely (according to the BSIM3 models) and
therefore interconnect waveform is affected. Since for the signal lines the
current waveform is symmetric and bipolar,javg bipolar is computed over
half the time-period to obtainr.

Figure 9 shows the comparison ofjperformance with the values of
jreliability for various technology nodes. It can be observed thatjperformance
is always lower thanjreliability for all technologies. This implies that op-
timum interconnect length of an isolated signal is determined solely by
performance considerations.

6 Effect of Interconnect Dimension on Copper Re-
sistivity

The experiments in the previous section were carried out assuming that
the metal resistivity does not change with line width. In an actual VLSI
interconnect, metal resistivity starts increasing as the minimum dimen-
sion of the metal line becomes comparable to themean free pathof the
electrons (i.e., interconnect metal is considered to be athin-film). This
is because surface scattering starts having a non-negligible contribution to
the resistivity compared to the contribution due to bulk scattering. Further-
more, surface scattering also reduces the thermal coefficient of resistivity
of material.

Another effect which is responsible for increased resistivity is the pres-
ence of barrier material for Copper interconnects. Since the resistivity of
the barrier material is extremely high compared to Copper, it can be as-
sumed that all the current is carried by Copper. Therefore the effective area
through which the current conduction takes place reduces, or equivalently
the effective resistivity of the metal line of the same drawn dimension in-
creases. This becomes more of a problem as metal lines scale since it is
very difficult to scale the thickness of the barrier material [26].

According to [27] the resistivity,ρ, of a thin-film metal can be expressed
in terms of bulk resistivityρ0 as

ρ0

ρ
= 1− 3

2k
(1− p)

∫ ∞

1

(
1
x3 −

1
x5

)
1−e−kx

1− pe−kxdx



Tech. wm
ρ
ρ0

(thin-film) ρ
ρ0

(barrier)
[

ρ
ρ0

]
eff

α
α0

180 525 1.0162 1.0487 1.0657 0.9527
130 382.5 1.0224 1.0663 1.0902 0.9353
100 280 1.0308 1.0914 1.1250 0.9122
70 195 1.0448 1.1351 1.1859 0.8752
50 137.5 1.0646 1.2003 1.2779 0.8263

Table 3: Resistivity and temperature coefficient ratios for the global tier
metals for various technologies. All dimensions in nm. Barrier thickness
of 10 nm assumed for all technology nodes.

Tech.
lopt sopt

jrms javg bipolar r(mm) (MA/cm2) (MA/cm2)
180 3.0 179 0.633 0.344 0.296
130 2.4 146 0.643 0.353 0.302
100 2.12 96 0.559 0.311 0.310
70 1.2 82 0.626 0.361 0.332
50 0.99 48 0.400 0.263 0.432

Table 4: Optimized interconnect and buffer parameters for global tier for
various ITRS technology nodes taking into account increased resistivity
due to surface scattering and barrier materials.

wherek = d/λmfp, d is the smallest dimension of the film (in our case,
the width),λmfp is the bulk mean free path of electrons andp is fraction
of electrons which are elastically reflected at the surface. For Copper,
p = 0.47 andλmfp = 421Å at 0◦ C [15]. Moreover, since the temperature
alters the mean free path of the electrons, the temperature coefficientα of
the thin film of metal is also different from its bulk value.α can be related
to the bulk temperature coefficientα0 as [27]

α
α0

=
1− 3

k (1−p)
∫ ∞

1

(
1
x3− 1

x5

)
1−e−kx

1−pe−kx dx+ 3
2 (1−p)2 ∫ ∞

1

(
1
x2− 1

x4

)
e−kx

(1−pe−kx)2
dx

1− 3
2k(1− p)

∫ ∞
1

(
1
x3 − 1

x5

)
1−e−kx

1−pe−kx dx

The resistivity and temperature coefficient ratios for the global tier met-
als for various technologies is given in Table 3. Table 4 showslopt, sopt,
jrms, javg bipolar and r values recalculated taking into account increased
resistivity due to surface scattering and the presence of barrier materials.
Figure 10 shows thejrms reliability and jrms performanceconsidering the in-
creased metal resistivity and decrease thermal coefficient of resistivity due
to decreasing metal line width. It can be seen that bothjrms reliability and
jrms performancereduce slightly as compared to the case when bulk values
are used.

Another effect that can cause metal resistivity to increase is skin effect.
This is normally observed at high frequencies at which the current gets
confined almost entirely to a very thin sheet at the surface of the conduc-
tor. The thickness of this sheet, known as the skin depth, determines the
effective cross sectional area of the conductor and its resistance. The skin
depth (δ) is given by [28],

δ =

√
2

ωµσ
(22)

Here the frequencyf = ω/2π, andµ andσ are the permeability and con-
ductivity of the interconnect material respectively. It was found that for
skin effect to start impacting the line resistance, the thickness of Cu lines
needs to be larger than 2.089µm for 1 GHz and 0.661µm for 10 GHz sig-
nals. Since the dimensions of the global Cu lines used in this study were
� 1 µm, skin effect is not expected to impact the resistivity of these lines
at least for frequencies upto 10 GHz.

7 Thermal Coupling in 3-D Interconnect Arrays
In this section we will briefly address the issue of thermal coupling

in VLSI interconnects. Our self-consistent analysis of self-heating and
EM effects presented earlier in Sections 3.1 and 3.2 were based on single
isolated interconnect lines. In a real IC there are densely packed layers
of interconnect lines which form a 3-D array. The self-heating of inter-
connect lines within such array could be significantly more severe due to
thermal coupling between neighbouring lines [5]. The heat flow analysis
for such structures is complicated and must involve numerical simulation
techniques such as finite element method.
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Figure 10: Comparison ofjrms values obtained from reliability and elec-
trical performance considerations for top layer metal for various ITRS
technology nodes with and without taking into account increased resistiv-
ity due to surface scattering and barrier materials.
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Figure 11: Maximum allowedjrms for top layer metal of ITRS technolo-
gies for symmetric bipolar currents with and without thermal coupling
from neighbouring lines. Also shown is thejrms from performance con-
siderations.

The RMS current density can be empirically shown to obey the follow-
ing relationship

j2rms ∝
Tm−Tre f

ρm(Tm)
(23)

and the proportionality constantκ (which is independent of the intercon-
nect material) can be obtained empirically from the finite element analy-
sis. In our work we use the results presented in [4] which include coupling
between interconnects at all metal layers.

Substituting (23) and (15) in equation (16), we can obtain another self-
consistent equation similar to (17)

r =
4 j20 exp

(
Q

kBTm
− Q

kBTref

)
ρm(Tm)

(1−R)2(Tm−Tref )κ
(24)

From this we can calculate the maximum allowedjrms for densely packed
metal lines. Figure 11 compares this with thejrms obtained from Figure 10
for isolated metal lines. We find that the maximum allowedjrms reduces
for the 3-D case, where all the metal lines are heated with equal current
load in all the leads. Moreover, with technology scaling, the percent-
age reduction injrms due to coupling from neighbouring lines increases,
thereforejrms reliability comes closer tojrms per f ormanceas the technologies
scale.

8 Reliability Issues in Vias
In this section we investigate the possible cases when the performance

based rms current density may potentially exceed the reliability rms cur-
rent limit. We first examine the case of global interconnects when the
buffer size is increased beyondsopt. Figure 12 plots the rms current den-
sity as a function of buffer size driving an interconnect of lengthlopt as
obtained from SPICE simulations. We observe thatjrms saturates at a
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Figure 12: jrms as a function buffer size for an interconnect length oflopt
for the 100 nm technology node.

Tech.
jrms minimum area via area

(MA/cm2) (µ2) (local tier) (µ2)
180 4.18494 0.091718 0.049087
130 4.14404 0.056753 0.026159
100 4.09105 0.028924 0.013789
70 3.95897 0.016835 0.067201
50 3.50195 0.0062626 0.0033183

Table 5: Maximum allowedjrms for a via and minimum via area for vari-
ous technology nodes.

value of approximately 1.2× jrms−opt which is well below the reliability
limit. The rms current density in global interconnects becomes more than
the reliability current density if the buffer size exceeds 3× sopt and the
interconnect length is less than 5µ. This is highly unlikely in any practical
design.

We now investigate whether rms current density in vias used in these
large buffers can exceed the reliability limit. In a technology with mul-
tiple levels of interconnect, the buffers are connected to the global lines
by a series of vias and possibly short interconnects at intermediate layers
of metal if the technology does not allow stack vias. The vias at the lo-
cal and semiglobal layers are pitch-matched to the interconnects at these
layers. However, they are carrying the same current as the global metal
layers and therefore can potentially be a thermal reliability concern. For
Copper vias, (23) holds (with a different proportionality constantκvia).
Therefore an equation of the form (24) can be derived for Copper vias as
well which can be used to calculate the maximum allowedjrms for the via.
In our work,κvia was determined using the measured value of temperature
rise (Tvia−Tref ) for a given current density (jrms) [29]. These values are
summarized in Table 5 for various ITRS technology nodes along with the
minimum via area such that the current density in the via due to perfor-
mance considerations is equal to the maximum allowedjrms from thermal
and reliability considerations. Also shown are the areas of minimum sized
vias at the local tier as per the ITRS. It can be observed that for optimally
buffered global lines, in order to meet the thermal reliability constraints,
the area of the via at the local tier should be at least three times the area of
the minimum sized via at that tier.

9 Summary
In conclusion, this paper has highlighted an important physical design

issue in deep submicron ICs arising from interconnect reliability due to
electromigration and thermal effects. It has been shown that for long
(global) signal lines that require optimal buffering for delay minimiza-
tion, performance based current density limits in the minimum sized vias
can conflict with those based on reliability and thermal effects.

A rigorous coupled analysis of electromigration under bipolar stress
conditions that are prevalent in signal lines, and thermal effects arising
due to Joule heating of the wires have been presented for the first time.
The analysis has been applied to study the effect of technology scaling

using ITRS data, wherein the effects of increasing interconnect (Cu) re-
sistivity with line dimensions, the effect of a finite barrier metal thickness
and thermal coupling between wires have been included. Finally, the re-
liability implications for minimum sized vias in optimally buffered signal
nets have also been quantified. This analysis suggests that for the opti-
mally buffered interconnects, while the current density in the line remains
limited by the performance, the current density in the vias significantly
exceeds the reliability based limits, which has important implications for
the physical design process flow and various optimization techniques.

References
[1] M. T. Bohr, “Interconnect scaling-the real limiter to high performance ULSI,” inInterna-

tional Electron Device Meeting, Technical Digest, pp. 241–244, 1995.
[2] W. J. Dally, “Interconnect limited VLSI architecture,” inInternational Interconnect Tech-

nology Conference Proceedings, pp. 15–17, 1999.
[3] K. Banerjee, A. Mehrotra, A. Sangiovanni-Vincentelli, and C. Hu, “On thermal effects

in deep submicron VLSI interconnects,” inProceedings,36th ACM Design Automation
Conference, pp. 885–891, 1999.

[4] S. Im and K. Banerjee, “Full chip thermal analysis of planar (2-D) and vertically inte-
grated (3-D) high performance ICs,” inIEDM Tech. Dig., pp. 727–730, 2000.

[5] S. Rzepka, K. Banerjee, E. Meusel, and C. Hu, “Characterization of self-heating in ad-
vanced VLSI interconnect lines based on thermal finite element simulation,”IEEE Trans-
actions on Components, Packaging and Manufacturing Technology-Part A, vol. 21, no. 3,
pp. 1–6, 1998.

[6] D. Chen, E. Li, E. Rosenbaum, and S.-M. S. Kang, “Interconnect thermal modeling for
accurate simulation of circuit timing and reliability,”IEEE Transactions on Computer-
Aided Design of Integrated Circuits and Systems, vol. 19, pp. 197–205, Feb. 2000.

[7] J. Ida, M. Yoshimaru, T. Usami, A. Ohtomo, K. Shimokawa, A. Kita, and M. Ino, “Reduc-
tion of wiring capacitance with new low dielectric SiOF interlayer film for high speed/low
power sub-half micron CMOS,” inVLSI Technology Symposium, Digest of Technology
Papers, pp. 59–60, 1994.

[8] J. R. Black, “Electromigration - A brief survey and some recent results,”IEEE Transac-
tions on Electron Devices, vol. ED-16, pp. 338–347, 1969.

[9] B. K. Liew, N. W. Cheung, and C. Hu, “Projecting interconnect electromigration life-
time for arbitrary current waveforms,”IEEE Transactions on Electron Devices, vol. 37,
pp. 1343–1350, 1990.

[10] W. R. Hunter, “Self-consistent solutions for allowed interconnect current density - Part I:
Implications for technology evolution,”IEEE Transactions on Electron Devices, vol. ED-
44, pp. 304–309, 1997.

[11] K. Banerjee, A. Mehrotra, W. Hunter, K. C. Saraswat, K. E. Goodson, and S. S.
Wong, “Quanitative projections of reliability and performance for low-k/Cu intercon-
nect systems,” inProceedings,36th Annual International Reliability Physics Symposium,
pp. 354–358, 2000.

[12] J. Tao, J. F. Chen, N. W. Cheung, and C. Hu, “Modeling and characterization of elec-
tromigration failures under bidirectional current stress,”IEEE Transactions on Electron
Devices, vol. 43, no. 5, pp. 800–808, 1996.

[13] “The National Technology Roadmap for Semiconductors,” 1997.
[14] “International Technology Roadmap for Semiconductors (ITRS),” 1999.
[15] F. Chen and D. Gardner, “Influence of line dimensions on the resistance of Copper inter-

connections,”IEEE Electron Device Letters, vol. 19, pp. 508–510, Dec. 1998.
[16] N. S. Nagaraj, F. Cano, H. Haznedar, and D. Young, “A practical approach to static signal

electromigration analysis,” inProceedings 35th Design Automation Conference, pp. 572–
577, 1998.

[17] J. R. Black, “Electromigration failure modes in aluminum metallization for semiconduc-
tor devices,”IEEE Transactions on Electron Devices, vol. 57, no. 9, pp. 1587–1594,
1969.

[18] C.-K. Hu, R. Rosenberg, and K. Y. Lee, “Electromigration path in Cu thin-film lines,”
Applied Physics Letters, vol. 74, no. 20, pp. 2945–2947, 1999.

[19] B. H. Jo and R. W. Vook, “In-situ ultra-high vacuum studies of electromigration in copper
films,” Thin Solid Films, vol. 262, no. 1-2, pp. 129–134, 1995.

[20] D. W. Malone and R. E. Hummel, “Electromigration in integrated circuits,”CRC Press
LLC, vol. 22, no. 3, pp. 199–228, 1997.

[21] A. Chandrakasan and R. W. Brodersen,Low Power Digital CMOS Design. Kluwer Aca-
demic Publishers, 1995.

[22] W. R. Hunter, “Self-consistent solutions for allowed interconnect current density - Part II:
Application to design guidelines,”IEEE Transactions on Electron Devices, vol. ED-44,
pp. 310–316, 1997.

[23] K. Banerjee, A. Amerasekera, G. Dixit, and C. Hu, “The effect of interconnect scaling
and low-k dielectric on the thermal characteristics of the IC metal,” inTechnical Digest
IEEE International Electron Devices Meeting, pp. 65–68, 1996.

[24] R. H. J. M. Otten and R. K. Brayton, “Planning for performance,” inProceedings 1998
Design Automation Conference, pp. 122–127, 1998.

[25] H. B. Bakoglu,Circuits, Interconnections, and Packaging for VLSI. Addison-Wesley,
1990.

[26] K. Banerjee, S. J. Souri, P. Kapur, and K. C. Saraswat, “3-D ICs: A novel chip design
for improving deep-submicrometer interconnect performance and systems-on-chip inte-
gration,”Proceedings of the IEEE, vol. 89, pp. 602–633, May 2001.

[27] J. C. Anderson, ed.,The Use of Thin Films in Physical Investigations. Academic Press,
1966.

[28] E. C. Jordan and K. G. Balmain,Electromagnetic Waves and Radiating Systems. Prentice-
Hall, second ed., 1990.

[29] K. Banerjee, G. Wu, M. Igeta, A. Amerasekera, A. Majumdar, and C. Hu, “Investiga-
tion of self-heating phenomenon in small geometry vias using scanning joule expansion
microscopy,” inProceedings of the IEEE International Reliability Physics Symposium,
pp. 297–302, 1999.


	Main
	ICCAD01
	Front Matter
	Table of Contents
	Author Index




