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Abstract

Systems can be described in different time modelsand on
various levels of abstraction. We can distinguish between
modelsin discrete-event, discrete and continuoustime.

Graph-based, formal models allow us to use either dis-
crete event/discrete time models or continuoustime models.
The combined use of all three time modelsin one systemis
the main problem when modeling mixed analog/digital sys-
tems.

In this paper, a graph-based model is presented that sup-
ports the use of all three time models in different parts of
a graph. This allows digital, discrete-time systems to be
modeled together with their analog, physical environment.

1. Introduction

For computer aided design of electronic systems, a for-
mal specification of the functions and features is necessary.
We can distinguish between:

e text-based, formal specification using modeling lan-
guages, such as VHDL[1];

e graph-based, formal specification using graphs, such
as petri-nets[5] or data-flow graphs[8], [13].

Mixed analog/digital systems consist of sections modeled
in three different time models [12] (see figure 1). Sections
that work in the continuous-time domain are specified using
differential equations (Differential Equation Specified Sys-
tems, DESS). Sectionsworking in the discrete-time domain
(Discrete Time Systems, DTS) are described using auto-
mata models or difference equations. Discrete-Event Sys-
tems (DEVS) can be described by petri-nets or data-flow

graphs.
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Figure 1. Time models of hybrid systems

Text-based modeling such as VHDL-A [3] permits the
modeling of some sections of a system in discrete/discrete-
event time and the modeling of other sections of the same
system in continuoustime.

However, design automation algorithms don’t work on
text-based models. The formulation of algorithms and me-
thods requires graph-based models. In order to get a ho-
mogeneous, graph-based representation of a hybrid system,
Brielmann and Kleinjohann[6] trandate continuous-time
systems into discrete-time systems using the z-transform.
The resulting discrete-time system can be represented by
petri-nets (ETPN). Thisresultsin alower precisionin simu-
lation than direct simulation of DESS. Furthermore, the ap-
plication of known methodsof synthesisfor the analog parts
of that homogeneous model seems to be an unsolved prob-
lem.

Hybrid automata can be viewed as a generalization of
timed automata, in which the behavior of variablesis gov-
erned in each state by a set of differential equations [4].
They allow modeling of interactions of physical environ-
ment with reactive programs. Hybrid automatarepresent re-
active behavior by a state transition graph. The differential
equations of each state are represented by their text-based
representation.

None of the known representations allows the com-
mon graph-based modeling of differential equation specified
systems together with discrete-time or discrete-event sys-
tems[9]. The aim of this paper is to propose such a graph-
based model of hybrid systems.



In section 2, we describe the structure and semantics
of the KIR-graph (KIR = Kandis | ntermediate Representa-
tion). How thisgraph-based model can be used to specify or
model behavior of mixed analog/digital systemsisshownin
section 3. Existing and potential applications are described
in section 4.

2. TheKIR - Graph

Petri-nets and data-flow graphs do not allow the repres-
entation of continuous-time functions. Thisis due to their
event-driven semantics. This semantic does not permit the
representation of continuous-time signals that are always
valid. Thesesignalsare needed to calcul ate for exampledif-
ferentiation and integration of signalsover time. The event-
driven semantics of these graphsis determined by their “fir-
ing rule”. Thisrule defineswhen the tokens on the in-edges
of the nodes are consumed and when new tokenson the out-
edges are produced.

Modeling of continuous-time systemsis done using sig-
nal-flow graphsor block diagrams. These can represent dif-
ferential equationsin agraph-based form. They do not have
“firing rules’ that are needed to describe reactive, event-
driven behavior. Therefore, they cannot be used for mod-
eling of reactive, event-driven behavior.

The problem using existing graphs is that event-driven
systems need “firing rules’ in some form, but continuous-
time systems must be always active. When specifyingin a
homogeneous time model, only the operation of a node is
described (e. g. “multiply operands’). The condition that
leads to the execution of an operation is described by the
semantics of the graph. It is not a part of the specification
given by the “user”. However, the existence of different
time modelsin a mixed analog/digital system requires dif-
ferent “firing rules’.

The KIR-graph tries to avoid these problems using the
following ideas:

¢ |naddition to the operation f, the condition that leads
to the execution of f hasto be specified. Thismeans,
that the “firing rule” is not a constant feature for the
whole graph. It can be different for each node.

e The edges of the graph represent signals s(t). They
areafunction of timein the correspondingtime model
of the graph or node.

Definition 1 (KIR-Edge) Edgesrepresent directed signals
that connect nodes. An edge e is a tuple consisting of a ref-
erence (this meansi. e. only its name) to one origin node
o, @ Set Of references to destination nodes V; - and a sig-
nal s(t):

e = (Vo,r, Va,r, s(1))
s(t) remains constant, until v, assigns a new valueto it.

Thesignal s(t) can be of three different types: REAL, INT
or ENUM. The type REAL is used to model continuous-
value signals. The type INT is used to modd discrete-
value approximation of continuous-valuesignals. Thetype
ENUM allowsto model discrete-value signals.

Definition 2 (KIR-Node) Nodes represent operations per-
formed on signals. A node v is atuple consisting of a set of
referencesto edges E;,, -, a set of referencesto edges E ¢,
aset E, , C E;, . of referencesto in-edges, that can activ-
ate the firing rule, the operation f and a firing rule a (see
definition 4).

v = (Ein,ra Eout,ra Eaﬁ"v fv a’)

The operation f of anode can be specified in the following
ways:

e In a declarative way by giving the abstract function
f of al output-signals S.,, (t) of the input-signals
S, (t).

e In an operational way by describing a method or a
structure. The method or the structure are described
by a graph consisting of KIR-nodes and -edges (see
definition 3).

Definition 3 (KIR-Graph) AKIR-graph G isa KIR-node,
whose function f is described in an operational way by a
graph (V, E) of KIR-nodes V' and KIR-edges E.

G = (Ein,ra Eout,ra Ean‘y (V, E), a/)

Definition 4 (Firing rule of KIR-nodes) A“firingrule” a
determines when the operation f of a node has to be ex-
ecuted. Thefiring rule consistsin two conditionscy , ¢s:

c1 : T — {true, false} assignseachtimet fromthe set of
all physical time T' one of the valuestrue or false.

ca(s1(t), ..., sn(t))
is a function of the signals s, (), ..., s, (t) fromthe
edges E, ., (a subset of thein-edges of a node, see de-
finition 2), with the value-range {true, false}.

If both conditions are true, the operation f of the node is
performed.

Definition 3 allows hierarchical ordering of graphs. To
ensurethat no node of agraphisfiring whilethe graph itself
is not firing, we restrict the use of firing rules as follows:

Rule1 (Allowed firing rules) For afiringrulea of aKIR-
graph and thefiring rulesa; of all its sub-nodes/graphsv; €
V.

a=true <« da;with: a; = true



Infinitesimal small changes of continuous value signals
could always activate a node sensitive on an edge. To avoid
this:

Rule2 (Typeof E, ;) Thetype of the signals of E, ,. of a
node must not be REAL

To give the hierarchical graph a clear structure, we re-
strict the access of edges and nodes to those which are loc-
ally defined or imported alsin- or out-edges.

Rule 3 (Visibility of edges)
Thein(out)-edges E;,, .., (Eout,») Of anodewv of agraph G
arein(out)-edges E;,, &, (Eout,c) OF €dges E¢ of G:

(Ein,v U Eout,v) g (EG u EimG U Eout,G)
(Uon' u Vdﬂ‘) g VG

Yve @G
Vee G

3. Modeling hybrid systemswith KIR

In the previous section, we have described the structure
of the KIR-graph. To represent behavior of hybrid systems,
we need a semantic. The semantic is described by firing
rules a. To describe these firing rules, an underlying time
model is required. To simplify the graph-based representa-
tion of VHDL- or VHDL-A descriptions, we use a similar
time model. Thetimeisapair of avalue of physical time
and avalue of a causal time model:

t = (tphys € R, ts € N)
We define therelation “ <” as follows:

hh <ty < tl,phys < t2,phys

or t1,5 < t2,5 A tLphys = t27phys

This leads to two orthogonal ranges of time (figure 2).
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Figure 2. Time-model of the KIR-graph

3.1. Moddling in the discrete-event time model

In hybrid systems, parts of the system are describedin an
algorithmic way. An algorithm can be described by a partial
order of a set of operationsto be performed. Thispartial or-
der can be described for example by a data-flow graph. In
the context of a system, it isimportant, when the algorithm
is executed. Nodes of adata-flow graph are active when the
valuesof al in-edgesare known. These semantics could not
be used in KIR, as the edges are signals, whose values are
always valid and known. The semantics of VHDL use an
event-driven method to activate a process. In KIR, we use
a similar method to describe activation of a node: A node
witha = apgv s isactivated/fires, when the value of asig-
nal s., (t) of anedgein E, has changed at time ¢, .

1. The behavior of discrete-event systems can be
modeled using a KIR-graph with the following con-
ditionscy, co initsfiringruleappys:

Vte R

< S, (t1) # se, (t2), 11 <ty

c1 = true

co = true

2. To satisfy rule 1, all nodesin a graph-nodewith a =
apgvs must aso havethefiringruleapgys.

The functions cond(Gif, Ginen, Gelse)
and iterate(Gcond, Giter) Can be used for modeling condi-
tionsand iterations. Thisis similar to the use of branch and
merge-nodesin data-flow graphs. These functions can only
be used inside nodeswitha = apgys.

3.2. Modeling in discretetime

Often, functions are evaluated independently from ex-
ternal events. Instead of waiting for external events, these
functions are executed in regular time steps ..

1. For describing the regularly repeated execution of a
function, the conditions ¢y, ¢ of aprs aredefined as

follows:
c1 = true Vt=nxtyr,n € N,tep € R
co = true

2. The condition of rule 1 is true, if for all nodesv; €
V a; = apgyvs Of a; = aprs with tcll@a; =N x
teip, M € N.

If all operationsare linear, the KIR-graph correspondsto
a discrete-time signal-flow graph, where all edges E have
the semanticsof amultiplicationwith z—! (delay of onetime
step).

Asan example, infigure 3 the representation of thedirect

formlof H(z) = % by aKIR-graphisgiven.



The graph with a = aprs models behavior in the discrete
time model. The subgraph with a = appy s describesthe
calculation of new valuesin the discrete-event time model.

Figure 3. KIR-graph with aprs

3.3. Modeling in continuoustime

Behavior in continuous time can be described by differ-
ential equations or transfer functions. Graph-based mod-
els for differential equations include signal-flow graphs or
block diagrams. To describe behavior in continuous time,
apgss 1S defined as follows:

1. For describing continuous-time behavior in a graph-
based model, the semantics of a block diagram can
be used. Therefore, we define the conditions ¢ , ¢ of

ADESS:
c1 = true Vte R
co = true

2. Asapgss = true Vt € R, rule 1 alowsthe use of
al a for al nodes of the graph.

In figure 4 a differential equation is represented by a
continuous-time signal-flow graph, a block-diagram and a
KIR-graphwitha = apgss.

3.4. Modeling hybrid systems

A system is more than only the sum of its parts. There-
fore, it is not possible to use signal-flow graphs, data-flow
graphs and block-diagramsto describe behavior of a hybrid
system. These graphs have a well defined semantics de-
scribing their behavior, but the interaction of the graphs of
different semanticsis not defined.

Hybrid systems make use of all threetime models. Beha-
vior in al three time models can be described by one KIR-
graph with nodes (subgraphs) with different firing rules. As
hybrid systems are modeled in all three time-models, the
KIR-graph representing system-level behavior can only be

Firing rule of graph-node
continuous-time (apgss)
discrete-time (aprs)
discrete-event (apgvs)

firing rule of nodes
ADEVS,aDTS,ADESS
ADEVS,aDTS

ADEVS

Table 1. Allowed firing rules

a KIR-graph with @ = appss. Due to rule 1, only the
continuous time-model alows us to have subgraphs with
all other firing rules a! The nodes of the KIR-graph repre-
senting system-level behavior can then have thefiring rules
a=apgpvs,a& = aprs Of a =apgss-

Graph-nodes with discrete-time activation (¢ = aprs)
cannot — due to rule 1 — contain nodes with continuous-time
activation (a = apgss). Sub-nodeswitha = apgpygs are
possible.

Graph-nodes with discrete-event activation
(a = apgvs) can containonly nodeswitha = apgvs.

Table 1 gives an overview of the firing rules that are al-
lowed in nodes of a graph with given firing rule.

Asagraph can consist of nodeswith differentfiring rules,
nodes can also be activated by events onin-edges of agraph
with another firing rule (seetable 1). Thefollowing combin-
ations can occur:

e DESS — DTS: A nodewitha = aprg ispart of a
graph-nodewith a = apgss. Inthis case, there are
no problems since aprgs is independent from the in-
edges. aprss andrule 1 ensurethat the signals of the
in-edgesare alwaysvalid and up-to-date, when aprs
activates the function of its node.

e DESS —+ DEVS: A nodewitha = apgys is part
of a graph-node with @ = apgss. In this case,
the discrete-event node could be constantly activated
by infinitesimally small changesin the signals of the
in-edges. In this case, the node would describe a
continuous-time behavior. To avoid this, the signals
of the edges E,, that are used in condition ¢, of the
firing rule must be value-discrete! Value-discretesig-
nals can be obtained by comparing two continuous-
value signals.

e DTS — DEVS: A nodewitha = apgys is part of
agraph-nodewith a = aprs. apgys ensures that
all necessary calculations are performed at once (in 0
time, without delay in physical time).

It can also occur that agraph (e. g. aDESS) usessignalson
the out-edges of anodethat isnot alwaysactive (e. g. DTS,
DEVYS). Inthis case, the edge keepsits value while the node
isinactive. In Definition 1 (KIR-edge) we have defined that



U, 1/(RC) 1/s U

f.e2=el/(RC) fe3=e2-e4 f: e5=[e3(t)dt

—e——————— >+ > —» 1/(RC) 0O

a. abess a. abess a. abess

L

1/(RC)

signal-flow graph

s
ﬂ’@ﬂ’@e—a’
1/(RC) \ : e5

block-diagram

f: e4=e5/(RC)

a. abess

KIR - graph

Figure 4. Representation of a transfer function by graphs.
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Figure 5. KIR-graph of the dynamic compressor specified in VHDL in figure 6 (simplified)

an edge keeps its value until the node becomes active again
and the node assigns a new value to the signal.

The KIR-graph is a formal, behavioral model of hy-
brid systems on a high level of abstraction. Since al sig-
nals/edges are directed, there is no direct way to model
networkswith across- and through-values (Kirchhoff-laws).
These networks would not specify a behavior or afunction,
but model the structure of an existing system. Asthe KIR-
graph contains only directed, signal-flow oriented modelsit
is agood specification of a hybrid system.

4. Application

In the project “ Specification of Hybrid Systems’, we
have developed methods for evaluation and partitioning of
hybrid systems. A system is specified in a subset of VHDL-
A (“VHDL-hybrid", e. g. figure 6) on behaviora and func-
tional level asanonconservative system. A compiler trans-
lates this text-based specification into a KIR-graph (figure
5). In the example from figures 5 and 6, the concurrent
statements hpl, alg and div are subgraphs of a graph with
apgss. Theprocessalg, whichisactivated every 100ns, is
trandated into asubgraphwith a prs. Sequential statements
in a process are trandated into nodes of the subgraph alg
with apgyvs. The differential equation represented by the
transfer functionin hpl can be represented either by its ab-
stract function or — after first steps of synthesis— by ablock
diagram. Theresulting KIR-graph iswritten into afile with
asyntax very smilar to EDIF or ASCIS-DFG[8].

ENTI TY conp |
ORT( ul:
END conp;

ARCHI TECTURE nul ti paradi gmatic OF conp IS
S| GNAL u3 REAL,;
S| GNAL © REAL!
ATTRI BUI'E f
ATTRI BUTE f
ATTRI BUTE f

hpl ENTLTY s
GENERT

PORT NAP(ul
al g: PROCESS (u3)
VARI ABLE nax:
E VARI ABLE z:

N
| F abs(u3) < 50 THEN
1= 50;

IN REAL; u2: OUT REAL);

LABEL IS 44.1
LABEL | S 44. l
LABEL IS 44.

def aul t
59155 g
000

s mn I:) kHz;
smnCFag kHz;
s”mn di 1 kHz;

V:
%ol nom aI

R
REAL ;
REAL;

X : = abs(u3);
u4 <= O 99*u4+0. 01* max;
V\AI T FO? 100 ns;

SS;

END rrul ti paradi gmatic;

Figure 6. Dynamic compressor

There exists a hybrid implementation for each KIR-
graph: DTS and DEVS can be synthesized with known
methods of high-level synthesis. Transfer functions in
DESS can be implemented with analog computing devices.
The resulting system would be a correct implementation of
the specification. Nevertheless, it is not optimal concerning
area, delay and power consumption. Thetool KANDIS[11]



is being developed to find a better partitioning. In thistool,
the KIR-graph is used as a starting point for:

e Methodsfor estimation of area, power and delay.

e Transformations:
continuous-time — discrete-time with numerical in-
tegration methods, Shannon theorem.
discrete-time/discrete-event — continuous-time.

e Construction and synthesis of analog or digital
structures[11],[10Q].

e Communication between analog construction and di-
gital synthesiq[7].

5. Summary

We have presented a graph-based, formal model for
mixed analog/digital systems. It can serve as intermedi-
ate representation or as the basis of an information model
of VHDL-A. This graph-based model allows to use formal,
graph-based methods in system design or synthesis. Pos-
sible applications are:

e The simulation of hybrid systems. [12] describe the
ideaof abstract simulation machines. Each KIR-node
could be such a simulation machine.

e The design of hybrid systems (see section 4). The
formal, graph-based representation allows to formu-
|ate graph-based methods for analysis and partition-
ing into analog and digital parts.

e Formal verification requires a formal specification.
Wewould haveto provethe equival ence of theformal
specification (KIR-graph) and a model of its imple-
mentation.

In our current work, we use KIR for documenting and prov-
ing transformationsthat allow usto re-partition the structure
of a KIR-graph representing the behavior of a mixed ana-
log/digital system.
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