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Abstract policy guidelines.

The maximal VHDL subset with a cycle-level abstraction iFhe microsemantic theory described in this paper fills this
defined. This subset requires that the description have thraeed. It precisely explains the relationship between discrete-
semantic propertiesresponsivenessnodularityand causal- event and finite state machine semantics and with it, the finite
ity, but full VHDL is neither modular nor caus&ynchro- state machine extractiqggroblem can be stated fally gen-
nous VHDL is the responsive, modular and causal subset @fal form. Using this theory, the Synchronous VHDL subset
VHDL. The compiler usesmodularity-checkingand causal- is defined as the largest general subset of VHDL with a
ity-checkingto identify admissible programs cycle-level abstraction.

The observations in this paper build upon recently-reported

1 Introduction . . . .
results in the analysis of discrete-event semantics [14]. The

The gxtraction of a finite statg machine from an HDL-basegyqitional new result reported here is a domain-theoretic con-
descnpt.lon has become an |mporta.mt aspect of th? currefituction of a fully abstract semantics for VHDL within its
generation of language-based design methodologies. Sygth.abstract semantics ®time. The result presented in this

techniques have application in numerous areas: in formal V@japer holds for any system description language where time
ification when establishing the behavioral equivalence of tWRys 3 fine structure (the so callglitime” or “micro’-time)

system descriptionsc.[5] [17]); in synthesis when the 5.4 3 zero-delay assumptibSuch languages include HDLs

implementations in hardware or software must be faithful tBased on discrete-event simulation: VHDL [15] [16] and

the behavior of the language-based specificatdn(4] [9]); Verilog [27]; as well as synchronous languages [13] such as

and in high-performance simulation when cycle-level i )
Esterel [4]. For concreteness, and because of its widespread

use, we report on VHDL-1076-1987 exclusively in this
The current generation of HDLs are based on the discreigaper.
event paradigm in which components are activated under the

control of an event-processing loop. This provittesa very 2 Semantics for State-Transition Systems

flexible and general operational modeling capability. At th% . .
, . ur approach draws heavily from results in formal model
same time however, it has precluded the use of HDL pro-

grams as abstract behavioral specifications. To date, there H%lesory and angua.gg.semanncs [12][25]. This section pre-
been no theory which explains how behaviors defined by digents the basic definitions.

crete-eygnt models relgte to thg (?omputational model of haréi_-l The Semantic Map

ware: finite state machines. Existing approaches have applied

ad hocstyle guidelines in an effort to constrain the problenft Sémantics/” is an abstract map from elements of a lan-
for synthesis or verificatiorc(f. [5] [8] [10] [19] [20]). Such guage. , that is program instances, to elements of a mathe-
proposals have met with mixed success since all deetit Matical model/ . This is written:

and all are justified by the idiosyncratic needs of a particular <[ program] = model

user community or design tool. What is neededgereral  p semantics islenotationalwhen association at the syntactic
theorywhich addresses the behavioral extraction problem at
the semantic level and thereby subsumes any syntax-baﬁed

approximations are used.{.[22]).

Also referred to as thgerfect synchrony hypothe$#.
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level is defined in terms of composition at the model level. over flat finite domains; the domain bfs the Carte-
That is, S is defined in terms of one or more composition sian product of the domains of tr]e and the alphabet
operatorse:Z x// -/ . For example/  might contain 3, is the observable subset of these vectors.

mappings rules of the form:

O = (0,0, ...,0.) is a vector of output signals; the sig-
J[ statemen; statemeny] = model.model,

nals 0, the domain 0O and the alphabeE, are

J[ statement| statemenf] = modelxmodel, defined similar td

In turn, the mode| are computed by apiplg ° to the TO Qx IxOxQ is atransition relation governing the tran-
structural sub-parts of the original element gf . As indi- sitions of the machine.
cated, the composition operators may vary with the kind &, U Q is a set of initial states.

statement mapped
pped by The elements of the mode¥  are the steps among the states

The models are defined in terms of Scott's domain theoty which are allowed by, restricted t&, and,

where adomainis a countable set endowed with an ordering

relation “=” which is understood to mean “approximates.” Alrlhe model.7Z is fully abstract because it does not represent
domain has a minimal element called “bottom” which is any information about what occurs within a step. At the fully
the unique representation of “noférmaion.” This frame- abstract level, all concurrent coordination which might have
work allows for a precisely-defined notion of approximatioP€en intuitively visible inprog] # has been “compiled
and limit points. In turn this allows for the definition of aaway.”

(large) computation as a finite series small steps; the analogy

between the cycle-level adesteps in VHDL is direct. 2.3.2 The Non-Abstract Model./Z

A semantics is said to dally abstractwhen it does not pre- Such simplicity is not the case in the non-abstract model
serve any structure from the source language [23]. A semdlgcause transitions between macro staeesq; - d',) are

tics is existentialwhen no approximation is involvedsr  not atomic. Rather, they are defined in terms of compound
identifies model elements directly and explicitly. In contras@-transition pathsThe non-abstract model is:

a semantics is said to m:e?mputationalvv'henff identifies Ms= (Q Ts Qp)

model elements by a series of approximations tending tOV\ﬁ'Iere:

limit. This notion of approximation and limit pointsfisnda-

mental to the development which follows. Q = Sx Ix Ois a Cartesian product domain of the state and

the domains:
2.2 A Semantically-Defined VHDL Subset S= §0S; whereS; is a flat domain of macro-
Our goal is the weakest set of constraints on semantic states;S; is the non-flat domain ®btates.
domains and-steps, which are applicabéepriori, such that | andO are Cartesian product the domains just as with
a VHDL program is guaranteed to have a cycle-level abstrac- the fully abstract case.
tion. T5 0 Qx Qis a transition relation.

5 3 Finite-State Models Qu U Qis a set of initial states.

The model of computation underlying cycle-level behavior i§he ascending chains i8;  are properly referred tooas

the finite-state transition system. trol-flow paths in &time and S is constructed so that:
Us; O Sp.0ss U S5.55 £ s¢. Thus when a control flow path
2.3.1 The Fully Abstract Model .7/ of &-states reaches a macro-state it is “complete.” At such a

The fully abstract FSM model is defined in the traditionastateTy is assumed to contain a self loop calleabsiorbing
manner [18] save that the states, inputs and outputs &fd conditionwhich prevents further increase.

defined on finite domains instead of merely finite sets. By convention, the initial state, are all macro-staites (
M= (Q1,0,T, QO) thesd S are fromST noS; ), the coordinatesl @fre not]
where: and the coordinates &f arell.

Qs a finite set of stateq is a flat finite domain.
I = (ig iy i) is @ vector of input signaliﬁ defined



2.4 Problem Statement having the dimensional structure of5 . This result predicts

The non-abstract semanticsy , is computational wherede difficulty of embedding/”Z as a submodel withif
the fully abstract semantics; , was existential. Absent a p@d by extension the difficulty in identifying a subset of
ticular subject language, the concern here is with the confHDL semantics which is fully abstract.

tions which must exist in a non-abstract semantic model 501 Th Desirable P i
allow a fully abstract model to be embedded in it through & ree Lesirable Froperties

dimensional projection23] that suppresses the intra-stegRe€sponsienesgR or R): A system is considered responsive
if its output occurs in the same step as the input that

caused it. A semanticgy is responsive if it is possi-
ble to define a Eponsivesystem under the rules of

the semantic map’,

0
program(] f | ﬂé Responsiveness distinguishes between Moore and Mealy

machines. The former R ; the latteRis

implementation details. This situation is depicted in Figure 1.

Modularity (M orM): A semanticsJ/’y is modular when
environment-to-component and component-to-com-

N

J 0 ponent communication is treated symmetrically.
Modularity distinguishes the broadcast model of inter-pro-
V cess communication. An equivalent statement is that signals
W[ have flat domains. M semantics allows a test for the order

in which outputs are produced within a stepWIA semantics
allows outputs to be assigned multiple times within a step. In

Figure 1. A non-abstract semanti , modeg
g %3 both these cases signals cannot have flat domains.

and a fully abstract semantigs , model

The conditions of interest here are those which must hold §rausality (C or C): A semantics is causal if the system

: . response does not anticipate its own future within a
J5 and.Z 5 so that the diagram of Figure 1 commutes. That steg P
is, for the admissiblegorogram # , the following holds:
J'[ program] = J5[ program]eMy (Eq1

This is the classical definition of causality from systems the-
ory (c.f. [28]), but applied here solely within a step. Causality
Here My is a dimensional projection which suppresses thequires that there exist a partial order among coordinating
that contain implementatioRomponents which is respected by concurrent composition.
The partial order may be state-dependent for a given compo-

nent.

The application off15 to an element of/ identifies the o )
- With these definitions, a semantic§  can be crudely charac-
fully abstract submodel withinZ;  as:

orthogonal dimensions af//
details.

o terized by the properties it possesses or Iaekg.szC,
Ma((Sr D ) x1x0, Ty Qp) = (S 1,075, Qo) (Eq 2) RMC or RMC). Of the three properties:

Where:l'a is a projection of the infinite paths in the transitivg Rris desirable for the cogency it affords (the Mealy- versus
graph ofT5 ontoS; x| x O x S; an), is a projection of Moore-machine);
* M is desirable for the limitation that it imposes on the

Qg down ontoS; . Details can be found in Baker [3]. - i - .
complexity of concurrent coordination (single assign-

3 Limit Mi " ment); and
IMits on Microsemantics » Cis necessary when treating systems operating the a phys-
There are three desirable properties oba-astract seman-  ical world where time moves forward (the future cannot be

tics: responsivenessnodularityandcausality. There is alsoa  anticipated).
theorem, the RMC Barrier Theorelnthat states that these M is also crucial to the embedding of the full abstract model

three properties cannot appear together in a semantic model
1. Due to Huizing and Gerth [14].




s within 7 5. The fully abstract modelZ  supports singles RMC at the macro-time level a'ﬁaMécé at thime
assignment of outputs only therefore so musg . level.

3.2 The RMC Barrier Theorem 1. DESiRMC
Unfortunately, there is nBRMC semantic map (details can beProof: (sketch, details in Baker [3])

requiredfor the diagram of Figure 1 to commute. By defini-ONe can see that:

tion .# isRandM: Mealy machines can be represented angaseg : Mealy-machines can be described.
outputs are singly assigned in a steffls  induces a (parti@gseM @ There exist VHDL programs where a signal
relating inputs to outputs by its multi-step paths. _takes on more than one value in a macrostep.

CaseC : There exist VHDL programs in which simula-
3.3 Surpassing the RMC Barrier tion time never progresses. That program figite
state so the infinit&-steps are oscillatory; a cycle pre-

Fortuitously, the RMC Barrier applies to the class of seman- ) )
cludes the existence of a partial order. QED.

tic maps not to systems. This leaves open the possibility of —
having an incomplete or inconsistent semantics and admltteorem 2: DES iR;M;C;
ting only program instances wheRdC holds. In the case of Proof: (sketch, details in Baker [3])

synchronous languages [4] such aseadt the raw semantics Observing the LRM [15] and the simulation cycle, §12.6.3,

is RMC and a subsequerdusality checkingtep establishes one can see that:

C for the admissible programs [13]. Cas;eli6 : A signal assignment does not become visible
until the next-step.
4 Semantics of Discrete-Event Languages CaseM; :  Asignal has a single value ib-step.

Languages based on discrete-event semantics (DES) are s&%ﬁeCZS : Ad-step has a.nu.mber qfstep;. A process is
run at most once within &-step. This bounds the

] number ofn-steps. The order the runnable processes
RMC Barrier Theorem. occur is immaterial; any partial order suffices. QED.

ied based on the domain definitions of Section 2.3 and the

4.1 The Simulation Cycle 5 Synchronous VHDL

Discrete-event semantics is defined by an event processmh this background the Synchronous VHDL subset can

loop which gxecutes portions of the program by propagatn}%w be defined. This new definition expands ufwn previ-
representations of events. The event loop for VHDL

(from [15], §12.6.3). An examination of the state transitior?us definition [1] [2] with new semantic conditions based on

: . . e microsemantic analysis and the RMC Barrier.
behavior of the simulation cycle shows that it inducteee- y

level structure of time as depicted in Figure 2. This is somé&.1 Syntactic Requirements
what at variance with the standard presentation of VHDLR. pofore and consistent with other cycle-level VHDL
“o-time” in which a two-level structure is supposed. The ’

explanation is that the invocation of an individual process issgbset [19][5], the admissible VHDL programs must have

step in the model. This gives a fine structure wibiime finite state. This implies proscriptions on the manipulation of

L R . B . time in waveform assignments via théter clause and
which is here calledri-time” (equivalently “nano”-time). : . .
aggregate waveform assignments themselves. Signal assign-

ments must use onB-delay. Also proscribed are the use of
S dynamic memory and reference to the external environment.
L These include the dependence upon a stack via static scoping,
s 5, T, heap memory allocation vizew and theaccess type con-
structor and the external environment viafite type.

Figure 2. The three-level structure of time
5.2 Semantic Requirements

4.2 Relationship to RMC Barrier When a VHDL program'$-time reaction terminates in an
The three-level structure of time in discrete-event semantitiistant then there exists a domain constructionagpfoxi-



mation relation £ " such whictexistentiallyassociates the totype used the Esterel V3 [7] compiler for this purpose
n-transitions of the three-level operational semantics with thRough we have since formulated these checks directly on a

transitions of a two-leveld-time semantics [3]. This is |anguage-independent abstract-instruction representation [3].
depicted in Figure 3. The association is existential because
><F

the domain and it= relation need not be explicitly stated:; it @
VHDL-107¢

exists,ex postif and only if evenp-step series is finite.

Operational VHDL-1076 Pa:s'”g
L L L Syntactic Filtering
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Figure 3. The Correspondence Between
Operational VHDL1076 and Synchronous VHDL
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Figure 4. Architecture of a Synchronous VHDL Compiler

5.3 Requirements for Full Abstraction 5.5 Experience

Our experience with this approach and with the Synchronous
VHDL subset in particular has been mixed for a number of
programs. The analysis of Section 4 slowed that the unfgsasons. First, théC-checking is a limiting factor. The
stricted semantics of VHDL iRMC . So\HDL program  MC-check is known to be a difficult problem in its own right
instance has a cycle-level abstraction just whenMt@dC.  though the use of clever symbolic representations [24] may
This establishes thenodularity-checkingand causality- help to alleviate this. Secondly, it is extremely cumbersome if
checking(*MC”-checking) problems. not impossible to describe interrupt-like and nested sequen-

Modularity-checking is a decision procedure that certifieddl/concurrent behaviors in VHDL. This is a fundamental
that the signal usage in the design is consistent with fligitation of VHDL's flat process model. The only alternative
domains. The modularity checkigures that every signal is here is the addition of these concepts at the language level

assigned at most once on evérgtep path between macro The SpecCharts [11] is one such proposal, though there are
states. severe problems with the naive use of that approach [26].

The domains of/#5 require th&MC hold on admissible

Caqsahty checking isundamentally a monotqmmty check. Most vexing of all is VHDL’S§5M5C5 property which often
Malik has shown that such a check for functions on the flat . : )
causes signals to be multiply assigned. These are properly

Boolean domain is NP-complete [21]. This recent result

. ) referred to as “glitches.” An example is sketchediguFe 5.
explains why early causality checkeesd.as reported for the : o
P y y y P That example is not an admissible Synchronous VHDL

early versions of Esterel [4]) only attempted a conservativ(?esign becaus® may be assigned twice in an instant for a
estimate of monotonicity. Current work focuses on applyinghange in/ which also triggers an event @ The way to

BDD-based symbolic representations [6] to the causalityileviate this problem is to develop techniques for handling

checking problemd(f. [24]). M semantics where signals have non-flat domains and sup-

) port multiple assignment.
5.4 A Prototype Implementation

We have implemented a prototype Synchronous VHDL cons Conclusion

piler. Its overall architecture is fairly typical and is depicteq_he extraction of a cycle-level FSM from an HDL system
in Figurg 4. What is “”iFl“e in th_e flow described thgre is tr’tfiescription is an important aspect of language-based design.
modularity- and causality-checking phase. Our original Prorhe presentation in this paper defines tioaditions under



[7]
(8]

entity EX is
port(l: in IN_TYPE; O: OUT_TYPE);
end;
architecture Mealy of EX is
signal Q: STATE_STATE;
function NEXT(Q: in STATE_TYPE;
I: in INPUT_TYPE)
return STATE_TYPE;
function OUTPUT(Q: in STATE_TYPE;
I: in INPUT_TYPE)

9]

return OUTPUT_TYPE; [10]
begin
P1: Q <= NEXT(Q, );  --sensitive to Q, | [11]
P1: O <= OUTPUT(Q, I); -- sensitive to Q, |
end; [12]

Figure 5. AM program that ought to bk
which a cycle-level abstraction can exist in an arbitrarﬁﬂ
VHDL program. Full abstraction was shown to be the condi-

tion when the cycle-level mode#/  is a submodel of th&l4]
non-abstract onegZy . This embedding required that the
VHDL programs beRMC. Yet unrestricted discrete-event

semantics iRMC ﬁaMaca . Thus admissible Symtous  [15]

VHDL programs are identified thughmodularity-checking
and causality-checkingproblems. Programs describing acy116]
clic logic networks areritvially admissible.
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