TINA™: Analog Placement Using Enumer ative Techniques Capable of
Optimizing Both Area and Net L ength

TobiasH. Abthoff" and Frank M. Johannes
Indtitute of Electronic Design Automation
Technical University Munich

Abstract

In this paper a new enumerative algorithm called TINA isin-
troduced that generates dicing placements optimal in both area
and overal net length. It is designed to automate the task of
placement for analog circuits given a set of modules with multi-
ple realizations, a corresponding net list, and neighborhood
relations. TINA reducesthe overall net length to nearly onefifth
compared to a net length unawar e enumeration algorithm while
usng only 1.6% more area and twice the CPU-time. TINA is
based on enhanced shape functionsthat are capable of carrying
net length information. TiIna can be usad ether as a fully auto-
matic analog placement tool, or asan interactivetool for creating
extremdy dense placements from a loose placement provided by
thedesigner to establish neighborhood relations. In thefirst case,
another tool, eg. PLACEBO, is used to compute neighborhood
relations TINA isableto handleall major analog congraintslike
cugering, framing, fixed orientations, fixed redlizations, and
Symmetries.

1 Introduction and M otivation

Andog placement is a much more complex task than digita
placement mainly because alarge number of congtraints have to be
consdered. The task is further complicated due to the fact that for
adevice usudly many layout realizetions are available, i.e. alarge
trandgtor has severd dternative layout redlizations depending on
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how many times the transistor is folded. For anaog layout design
only very few automatic tools were available in the past. This has
changed with the upcoming of powerful module generators. In
analog design it is common to have a huge number of different
modules, eg. a very big number of transistors with different W/L
ratios and capacitors with different shapes. These modules are very
likely to contain errors if drawn manudly by designers. To cope
with this problem many companies have developed module gen-
erators, programs that are able to generate modules like transistors
from given specifications. These module generators guarantee
error free module redlizations and are usudly able to create many
different redizations (up to 100) for a given specification. Today,
most of the modules in a given circuit are created by module gen-
erators.

Human beings perform surprisingly wel in packing modules
with fixed shapes but unfortunately are not very good in choosing
ashape out of aset of given shapes to achieve an optimd packing.
Thus, thereis agreat need for placement tools to exploit the design
gpace which is offered by the use of module generators. Analog
circuits are rarely bigger than 100 modules. This results on the one
side from the ahility of a human designer to cope with the design
complexity, and on the other side from the fact that there are nearly
no analog function blocks consigting of more than 100 modules.

Taking all this into account, a placement tool for today’s needs
must be able to deal with about 100 modules with an average of 20



different redizations. An analog placement tool should not only be
able to compute a layout of awhole circuit automaticaly, but also
be able to place modules interactively to assist the designer. The
placement tool must be able to handle the relevant andog con-
graints. A ligt of these congtraintsis presented in Section 3.5.

1.1 Review of Previous Work

The placement of analog circuits is in some aspects Smilar to the
treditiona floorplanning problem. Bath the placement agorithms for
andog circuits and floorplanning dgorithms have to ded with a
fairly smal number of dements that differ dramaticdly in sze and
may have sverd redization dternatives Many researchers have
Sudied various agpects of area minimization of dicing floorplans,
whichisvery smilar to our problem. For dicing floorplans, Otten [7]
showed for the firgt time that the minimization problem can be solved
efficiently. Stockmeyer [6] presented his well known and widdy
used dgorithm of time complexity O(nd) where n is the number of
modules (basic blocks) and d is the depth of the resulting dicing tree.
Shi [8] presented an dgorithm with atime (and gpace) complexity of
O(nlog n) and proved that thisis the lower bound for the minimiza-
tion of dicing floorplans. Zimmermann [9] combined the agorithm
of Sockmeyer with awiring area estimation. More information can
befoundin[4].

1.2 Target of Our Work

Our dgorithm Tina performs a combined area and net length
optimization. It does no wiring area estimation, but computes the
overdl net length of every redization using haf perimeters. Wiring
area is not taken into account since we have focused on BICMOS
technology where over-the-cdll routing is possible.

2 Overview

The placement procedure TINA is based on enumerative tech-
niques. Theinput to TINA consists of anet ligt, acongraint database,
a shape function for each module to be placed and a s&t of neighbor-
hood relations between dl module pairs.

TINA enumerates dll dicing configurations that are compatible
with the given neighborhood relations thereby computing for every
redization the agpect radio, area, and overdl net length. The net
length is measured using the haf perimeter modd. For every possible
dicing configuration, the resulting shgpe and the overdl net length is
presented to the designer, who chooses the configuration that fits best
to his or her neads. For the chosen configuration, the positions, ori-
entations and redlization dternatives are determined for each module.

In the next Section some basic definitions are given including a
complete lig of geometricdl andog condraints thet was, to our
knowledge, never presented before in such completeness. In Section
4 the new agorithm and its data Sructures are presented. Section 5
contains results regarding CPU-time, memory consumption and
improvement of layout qudity.

3 Definitions
3.1 Realization

A redizaion ¢ is ageometrica representation of one or more
modules. It congists of its bounding box and the set of dl terminds.
The size of aredlization (bounding box) ¢ isgiven by (X,,V,) .
Theinternd net length of aredizetionisgivenby |, . If aredization
¢ represents only one module, |, is dways zero, if ¢ represents
severd modules, |, is the length of dl connections between these
modules modeled as half perimeter. In most cases there are severd
geometricaly different but dectricaly equivdent redizations for a
module, or aset of modules. Two redizations ¢, and ¢, aretreated

differently if they have different dimensions, or if the coordinates or
dimensonsof their terminas are different.

3.2 Termina

A termind isarectangle positioned indde the areaof aredization.
A termind is used to connect a redization with a net. The lower left
corner of atermind 7 postioned on aredization ¢ has the coordi-

naes (X,,Yy,) rdative to the lower Ieft comner of ¢ . The dimen-
sonsof thetermind 7 are (X,,Y,) . Please note thet terminas are
not restricted to redizations of modules. A redlization of a st of

modules dso hasterminds that are not identica with the terminds of
itsmodules (thisisdiscussed in Section 4.2).

3.3 Modules

A module is an ement of an dectricd dircuit. In this paper a
module 1 denotesthe set of dl redizations ¢ Oy of asingle circuit

dement ddlivered by its module generator.
34 Nets

Anet v isasst of teeminds 7 Ov tha have to be connected. A
net v must not contain more than one termina from one module.

3.5 Geometrical Analog Constraints

The analog congraints presented in this paper have been formu-
lated within the JESSI AC12 project. All ESS AC12 partners have
agreed that these rules are sufficient to express al necessary dectrica
congrants.

1) Pre-placement:
Pre-placement of modulesis essentid. No further common defi-
nition was made. Currently pre-placement is done by specifying
acertain dicing ructure for the modules.
2) Orientation/Rediztion:
» A module hasafixed orientation/redization, or one orienta-
tion/redlization out of aset of dlowed orientations/redizations.
* Two or more modules have the same orientations/redlizations.
3) Digance
» Two modules must be placed as close as possible (clugtering).
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» Two modules must have a certain minimum/maximum distance.

4) Symmetry
 Two modules of the sametype must be symmetrica to each

o @) o
other with a symmetry axis of 0° or 90°.
* In between the two given symmetrical modules a given group of m D:i
other modules (middle group) may be placed.
1 2 3 4 5

6

« Several symmetrical modules must share a common axis and

middle group Optimal Shapes . Sub-Optimal Shapes
5) Nesting of all previous rules is allowed. Figure 2 - Realizations Compatible with Global Placement
3.6 Neighborhood Relationships overall net length. ThenNna computes the position, orientation and

realization for every module to obtain the chosen realization.
Neighborhood relations are asetof 4.1 Data Structures

I, U_u2 constraints  defining whether the
placement of a certain module is  The presented algorithma is based on the principles of slic-
o O““ forbidden in a certain direction of ing [7], and shape functions [5, 6] and a slicing enumeration algo-
B ws | another module. In Figure 1 neighbor- rithm [3]. Shape functions are an efficient data structure to store
Ou . hood relations of moduleg, ... g several rectangular shapes for a given module or set of modules. For
O O are shown as a global placement, each €very shape one point is stored. Two modules or set of modules
Hr Mg point corresponding to a module. having their realization represented as shape functions can be packed
Figwe 1 - Global| Module s is not allowed to be Very efficiently. In Figure 3, a shape function for a module with a
Placement placed on top or to the left of module guadratic and a rectangular realization is drawn. This shape function

has three points, one for the quadratic shape, one for the rectangular
shape and one for the rotated rectangular shape. All shapes with sub-
configurations and placements for a cluster of mogile/s and  optimal area do not appear in the shape functions (sub-optimal

U, are shown (each module has only one realization, no rotatioshapes can be seen in Figure 2). Shape functions and packing of
allowed). objects represented by shape functions are discussed in detail in [5,

HUs. In Figure 2, all allowed slicing

This neighborhood information is either delivered by anothergl' _ ) A height
placement algorithm, e.ePLACEBO [1, 2].,, or by the designer. A shape function stores in
PLACEBQO computes global placement information by quadratic formation about different shapgs
optimization. The neighborhood relations have to be in accordand®’ On€ object. In order to pe ]
with all specified analog constraints, including the symmetry conform a combined area and overall J /

straints. Two parts of a symmetry must have identical but mirroredi€t_length optimization the folr
lowing additional information ig

tored for every shape (point of
qﬂe shape function): vidth

»

neighborhood relations. If the module paits 1 and i, y; are

specified to be symmetrical to a common vertical axis in the final
placement, the global placement must reflect this. In the global
placement shown in Figure 1 the corresponding points are placed The position and bounding
symmetrical and therefore comply with such a specification. If a  box of every termina} of
clustering of certain modules is specified, the neighborhood relations ¢ .

of all modules have to be set so that a rectangle can be drawn that

covers only the points corresponding to the clustered modules. Ih  Overall accumulated net length inside the realizafionlf ¢
Figure 1, the neighborhood relations are compatible with a clustering consists of only one module this is zero.

of the modules4 , 4, and 4, but e.g. not with a clustering g A shape and this additional information is denoted to be a realiza-
and u, because a rectangle coveringand y, will always cover  tion as defined in Section 3.1.

Figure 3 - Shape Function

Ha - In Figure 4, the shape functions for three sets of modules
4 Algorithm On,, and 9 = Ny O 97, are drawn. The set¥l, and 97, consist
of only one module each. Underneath the shape functions the termi-

The new enumeration algorittimia enumerates all possible nal positions and shapes are drawn for two different realizations (for

placement alternatives for a given set of moduiesa computes m o ) .
the shape function of the circuit and the overall net length of the  * the same realization is drawn twice). Please note, that a single

corresponding realization of each point of the shape function. Thgoint in the shape functions of one module corresponds to up to
choice of "best" realization is done either by the designer or by ap-
plying a simple heuristic to trade off desired aspect ratio, area, and
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Figure4 - Adding Two Redlizations
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eight* different redlizations due to different orientations. For sets of
modules there may be even more different redizations. One single
module has no ingde nets, thusthe total accumulated net length of all
redizations of 971, and 07, iszero. 9 congsts of more than one
module. The hdf perimeter of dl nets connecting only modules
L 09 is stored asthe internd net length of the redlizations of 071 .
The congtruction of redizationsof 71 isdiscussed in Section 4.2.

4.2 Basic Algorithm For Adding Two Realizations

Two setsof modules 071, and 971, are combined by adding every
redlization of 71, with every redization of 07, . For this problem
effective dgorithms have been proposed, for example in [8], which
avoid the computation of redizations that are not area-optimal. We
use these dgorithms and focus on area optima shapes (see Figure 2
and Section 4.3). The remaining problem is how to add two rediza-
tions and how to store the net length information efficiently. We are
attacking this problem by the enhanced definition of terminds: If a
st of modules contains two or more modules that have terminas
connected to the same net, a new termind is crested using the
bounding box of al terminas of the modules that are connected to

* There might be less than eight realizations if the object is self-symmetric, eg. a
module with a single quadratic terminal located in its center has one redliza-
tion per shape function point.

the net. This new termina is used for outsde connections of the
module st.

The dgorithm performs the following steps to compute a rediza:
tion ¢ of aset of modules 971 = 91 0 01, from oneredization ¢,
of module st 971, and a redization ¢, of module st 01, (see
Figure4):

1. Computetheshapeof ¢ fromtheshapesof ¢, and ¢, .
2. Computethe overall accumuleted netlength 1, =1, +1,, .

3. Deermineadl terminasof module 971, thet are connected to nets
not connected to 71, and vice versa. Create thesetermindsin ¢ .
InFigure4, termind 7, of O, isconnectedto v;. Net v; is
not connected to any termina or sub-net of 971, , thusterminal

7, of ¢ iscreated thewith the shape and position of termindl
1, of ¢, . Thesameisdonefor termind 7, of @, , but the posi-
tionof 74 of ¢ isoffset by thewidthof ¢, .

4. Deerminedl terminasof 97, and 07, thet are connected to the
same net and mergethem into new terminasof ¢ .
InFigure4, termind 7, of ¢, isconnected to thesamenet v,
astermind 7, of ¢, . Thesetwo termindlsaremergedinto a



new termina 7, of ¢ with the shgpe and position of the small-
est covering rectangle of thetwo terminals 7, of ¢, and 7, of
@, . Thesameisdonewith termind 7, of ¢, andtermind 7
of ¢, ,they aemergedintorg of ¢ , Sncethey are both con-
nectedtonet v, .

5. Ddeedl termindstha cover awholenet v and add their half
perimeter to the overdl| accumulated net length |, of ¢ .
Itisassumed in the examplethat net v, condstsof only thetwo
terminals 7, and 7., that have been merged into termindl 7g of
¢ . Since no other terminals are connected to net v, termind 7g
of ¢ isnot sored but the haf perimeter of its shapeisadded to

thetotal accumulated net length of ¢ (|¢3= lg + %, + 718).

In Figure 4 there a0 shows an addition of ¢, with another redli-
zation ¢, of 01, . Theredization ¢, correspondsto ¢, except that
it is rotated by 90°. Although the shapegbfand ¢, are identical,

the position and bounding boxes of their terminals are quite different.

The internal net length is also different. Since no decision can be
made whethep, or ¢, will result in better placements both have to

be stored.

The memory needed for storing net length optimization is mini-
mal since completed nets do not require extra memory. A good

placement will have most of the nets completed on a low level; thus

the total memory consumption is low.
4.3 ldentifying Sub-Optimal Realizations

realizations before the enumeration process starts limits the module to
certain orientations or implementation alternatives.

Clugering/ Framing. A cluster is treated byiNna as one object.
All realization alternatives of the cluster are computed before the rest
of the circuit is enumerated. This concept is very flexible and allows
nested clusters. If framing is desired the shape of every realization of
the cluster is enlarged by the frame size in every direction before the
enumeration process starts.

Symmetries A symmetry consists of three parts, a left-hand
(L), a right-hand {® ) side and a center?() part, as shown in
Figure 5. The symmetry is processed in 5 steps, which is shown for a
symmetry in x-direction, for the y-direction this is done accordingly.

If @ is empty, the steps one and two are omitted.

1. Allrealizations of the center part are computed (the middle
part is processed like a cluster).

2. Anew virtual modulg., is created. The shape of every realiza-
tion of 1, corresponds to a realization of the center(pagix-

cept that the shape is divided by two in x-direction (the right half
is discarded). The shape and positions of the sub-nets and termi-
nals of 1, remain unchanged t8 , so that some terminals (or

sub-nets) ofu, may be positioned outside the shapg,of In

Figure 5 this is shown in the middle drawing: the gray area
shows the new shape gf, and the thick line the area where

terminals ofy,, may reside.

3. The modulgu,, is added tol’ (.:= £ O {y,} ) and all reali-
zations of ' are computed, with the constraint tpat must
always be the rightmost module. A resulting realization of

When combining area and net length optimization, it is not possi-
ble to decide whether a certain realization is sub-optimal compared to
other realizations. In the case of area-only optimization a realization
@ is sub-optimal compared to another realizagiorif the shape of 4.
@ is bigger or equal in both dimensions. Examples are shown in
Figure 2. 5.

If both area and net length optimization are performed, the previ-
ous sub-optimal realization may have a better internal net length or

distribution of its terminals so that it cannot be decided which reali
zation will lead to a better placement. For simplicity and complexity

looks like the middle drawing in Figure 5, is at the right side,
and some terminals @f,, are located outside the shape(of
The same is done fof accordingly; see the right picture of
Figure 5.

Now 2 and&R are combined by adding every shapeof
with thecorresponding shape ofR . After this all terminals are
positioned inside the shapes of the symmetries realizations.

Results

we decided to take only area-optimal realizations into account. Sulls 1 | ayout Quality

optimal realizations in terms of area will never lead to placements
with optimal area usage. The goal of work however is to deliver
placements with very good area usage and very good net length.

4.4 Handling Analog Constraints

A comparison of the achieved layout quality is very difficult.
First, our algorithm, and all other enumerative algorithms, enumerate
the whole design space that is compatible to the global placement
information so that the found solution will always be optimal. Sec-

The following analog constraints can be currently handled by
TINA!

Fixed orientationsimplementation alternative. Every orienta-
tion/fimplementation combination of a module is treatetikys as
different realization of the module. Thus, deleting certain module

—
@
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@
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Figure 5 - Symmetry Handling



ond, it isnot sufficient to compare asingle placement determined by
TINA with asingle placement obtained by another dgorithm, instead
the qudity of al presented solutions should be compared, since the
preferences of the designer are nat previoudy known.

To egtimate the improvement of layout qudity, a comparison to
Stockmeyers dgorithm was done, which is well known in literature
(sT). sT ddivers 42 different shapes for an indugtria OP-amp exam-
ple The net length aware dgorithm (Tina) ddivers the same 42
shapes plus an average of 25 different redizations per shape dl dif-
fering in their overdl net length. Tina will dways implement the
redization with the shortest overdl net length for a given shape. s,
however, has no information about net length, so we assume that it
implements a redlization for a given shape with random net length.
The net length of this redlization is assumed to be the average net
length of dl possible redizations of that shape. Comparing the aver-
age net length of dl 42 shapes implemented by TINA and ST, the
average net length of the redizations computed by TiNA isonly half
of the average net length of sT. If a tolerance of the desired aspect
ratio of 10% is dlowed, TINA can choose the best redlization of
severd shapes within this tolerance, leading to a net length of only
22% compared with sT. On the other hand st will dways choose the
shape with the least area insde the given aspect ratio range, o that
the average areaneeded by TINA IS 1.6% higher.

One of the most important feetures of TINA is the dhility to give
the designer the chance to do atrade-off between areaand net length.
While this trade-off is not that important in digital circuit design, itis
crucid in the design of andog circuits. The designer hasthe ahility to
choose smdl area for non-critical parts of his circuit and switch to
smdl net length in critical high-performance parts of hisdesign. It is
aso possible to assign weights to nets so that criticad nets can be
handled with specid care.

5.2 Run Times

In Table 1, the CPU times are shown for indudtrid circuits be-
tween 4 and 13 modules. The memory consumption was about 10
MB for the 13 modules. It can be seen that the CPU consumption is
quite low, however the complexity is exponentid. TINA is ddle to
enumerate circuits with up to 20 modules completely, but is config-
ured to split circuits with more than 10 modules in groups that are

CPU-Time CPU-Time
Number of without with
M odules Net L ength Net L ength
13 214s 8.08s
12 1.09s 419s
11 0.626 s 2.32s
10 0.331s 121s
9 0.193s 0.708 s
8 0.0818 s 0.271s
7 0.0578 s 0.174s
6 0.0314 s 0.0714 s
5 0.0185s 0.0325 s
4 0.0136 s 0.0202 s

Table 1 - CPU Times on an Intel PPro 150 Processor

enumerated separately. A st of modules conggting of 10 or more
modules can be redized with many different shapes, 0 that severd
of those module groups can be combined with nearly no dack. Our
experiments have shown nearly no loss of layout quality compared to
enumeration of groups with about 10 modules to afull enumeration.
Thus the complexity of the whole program is nearly linear, o that a
circuit with 200 modules can be placed in lessthan 20s.

6 Conclusion

We have presented a new approach caled TINA to enumerate
placement dternatives eficiently. Our gpproach performs a globa
areaand overd| net length optimization in reasonable time for inter-
active work. Compared to a net length unaware enumeration ago-
rithm TiINA reduces the overdl net length to nearly one fifth if an
agpect ratio tolerance of 10% is dlowed. Thisis done & the cost of
1.6% area and twice the CPU time. Furthermore, TiNnA is dble to a
trade overdl net length againgt area and to handle the mgor andog
congraints including nested symmetries. TINA can be embedded in
an automatic placement tool or can be used as an interactive and
incrementa tool to assist adesigner at hisdaily work.
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