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Abstract operation rather than to exploit the characteristics of the

_ ) ) ] coding approach with respect to the computation to be
We present an innovative solution to design of Se”‘performed. For the same reason, there is also a

checking systems implementing arithmetic algorithms. yeterioration in both latency and throughput since the
Rather .than' substituting self-checking .un|ts in SystemM ontrol step must now accommodate checking as well as
synthesized independently of self-checking requirementsyominal operation. It appears worthwhile to introduce

we introduce self-checking in high-level synthesis as agelf.checking requirements already in the initial steps of
requirement already for scheduling the DFG. Rules pigh.jevel synthesis, modifying the synthesis approach so
granting error detection allow optimum partitioning of =55 'to optimize area and performances even while granting
the DFG; minimum-latency, resource-constrained g,tonomous error detection.

scheduling is performed with the support of such e consider, in particular, data path synthesis for

partitioning so as to optimize the number of checkers aSgystems described bgrithmetic operationsonly. This

well as that of other resources. restriction while not forcing basic limitations of our
) approach, allows us to consider simpler structures
1. Introduction adopting a single and cost-effective coding solution

throughout the whole circuit and thus avoiding insertion

High-level synthesis has been a subject of research andf transcoding operations in the algorithmic flow. We
development since several years now; starting from arachieve self-checking by use afithmetic codese.g.,
algorithmic  description of a specific device's AN codes or residue codes [5]; for such codes it has been
computation, techniques have been defined to derive amlready proved that - for some specific computations such
intermediate graph description and to perform a numberas convolution - it is possible to drastically reduce the
of operations and optimizations leading ultimately to number of checkers without impairing the detection
scheduling, allocatiormndbinding[1,2]. Main figures of  capability [6,7].
merit arelatency throughputandresourceseven though In the present paper, we consider general arithmetic
the final product of high-level synthesis consists of andata flow graphs, with unconstrained topology; our scope
RT-level datapath and of a transition table for the controlis to optimize thenumber of checker® be inserted, so
FSM, such figures of merit can be evaluated, at leastthat:
roughly, on the basis of parameters characterizing the* detectability of errors is maintained (error assumptions
library cells used for the subsequent architectural such as, e.g., single error will be related to error

synthesis. confinement within suitable subgraphs of the DFG);
A particular problem, not usually taken into account, ® area overhead with respect to the non-self-checking
concerns design dfelf-checking systemthis feature is circuit is kept as low as possible, while keeping

usually accounted for at a lower level, e.g., by introducing  minimum computation latency;

suitable modifications in the state table and coding in the® length of the control step is kept as limited as possible.
state assignment phase of an FSM [3,4] or by adoptingin the following sections, we analyze first of all
coded data and related self-checking operating units inpropagation of detection capacity through a DFG,
the datapath [5]. Such solutions are adoptgubsterior] identifying conditions that lead tiasing (reference will

after high-level synthesis has been completed, and thufe made to a sample code, although the approach is
are not optimized with respect to the specific computationtotally general). Based on these conditions, the concepts
performed by the ASIC. Let us focus on data path of Detectable Subgraphand of Maximum Detectable
synthesis; the conventional approach leads to excessivSubgraphsis introduced and techniques for extracting
area increase, since it tends to protect the individualthese subgraphs from the DFG are presented; properties
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of such subgraphs are discussed, allowing to considemany given point along such path it becomes impossible to
creation of anoptimal partition of a given DFG  detect the error, even though the result produced is not
minimizing the number of checkpoints. We extend also acorrect. Aliasing as a consequence of which an error-

minimum-latency, time-constrained scheduling algorithm affected result is still a codeword and as such cannot be

to account for optimum scheduling of checkers. detected by a checker, should not be confusit
masking by which the result produced by a fault-affected
2. A code-related analysis of DFGs unit is still correct.

Conditions for aliasing derive from the specific error

In the present paper, we refer as a running example tgyndrome detected by the code; in the examples here
single-error detecting arithmetic codes, such as 3N codéhosen, errors on the output of a faulty arithmetic device
and residue code in base 3, all capable of detecting singi@ave the formt 2. Aliasing in a network of arithmetic
errors in additions, subtractions and multiplications: only CIrcuits occurs whenever - in the presence of a single fault
these types of operations will be allowable in the DFGs~ the error syr.ldrqme for a result affected by the error is
here examined. While for additions and subtractionsdivisible by 3; this mayoccur either if one input to a
detection capacity extends to errors present in one of thdnultiplier is faulty (it is sufficient for the other input to be
input operands as well as in the operator, for divisible by 3) or if reconvergent paths in the DFG lead to
multiplication it holds with the assumption of correct & final error syndrome divisible by 3. _
input operands (i.e., errors are restricted to the operator) 1N€ presence of reconvergent paths in the DFG is not
5, 8]. a sufficient condition for aliasing; for example, if two

The final architecture supporting the computation paths transferring the same error converge on the ?nputs
consists of arithmetic circuits, of registers storing ©f one adder, the resultzprodu_ced_by this adder will be
operands and results and of a switched interconnectioriffécted by an error 22, which is still detectable. -
network (either multiplexer-based or bus-based); we _Conversely, aliasing occurs if the twq paths tQ the adder’s
insert checking operations in the clock cycle following INPUts are affected by the syndromeg' and + 2. _
loading of a result in a register, so that an error in a 10 Prevent aliasing, and thus grant the self-checking
register will be considered as equivalent to an error in theP™OPerty to a system implementing the DFG, checking has
arithmetic  circuit  generating the result. The to be performed at suitable points within the computation
interconnection network will be considered fault-free, as @nd corresponding restrictions have to be adopted in

in most of the current literature (further considerations on Scheduling and allocation. _ _
this point, relaxing such restriction, will be discussed in W€ identify first thenecessary checking poinia the
section 5). DFG, i.e., the points where it is necessary to verify

Data flow graphs here examined are all DAGs correctness of the computation in order to guarantee the

(Directed Acyclic Graphs): it has been proved that it is détectability of all errors in the whole DFG for the
always possible to represent a computation by such @dopted error model and code. We define the output of an
graph, transferring conditions that determine presence Opperatlonof- to beexplicitly checkedf it is verified by a
cycles to the Control Flow Graph. A DFG consists of checker. It isimplicitly checked with respect to a
nodesrepresentingperations(each nodeo; contains a explicitly-checked operation; if any error (cons'ldered
mark identifying the operation type) connectedeiges ~ PY the adopted coding technique) at the outpu afelf

representinglata dependencieshere is an edgej from is propagated without aliasing to the output @f
oj to o if and only if results produced by operatiop Assuming the primary inputs to l@ror free, necessary
constitute an input fon;. Particular edges (provideuith checking points must be placed:

a source node and no sink node) dempotemary outputs * at each primary output of the DFG, since its
results produced by a node can be simultaneously primary correctness must be certified as soon as the output is
outputsand inputs to other nodes. Whenever the results generated in order to guarantee the use of correct data
produced by a node are used by more than one successor in the activities following the DFG computation;
nodes, rather than introducing multiple edges we will use® at the output of an operation if and only if aliasing
a fan-out type of graphical representation. occurs at the output of at least one immediate
Our first goal is to identify the conditions - related successors of such an operation.
both to topology of the DFG and to operations performedDue to the chosen coding techniques, the second
by the nodes - that lead #diasing with respect to the condition requires that the inputs of all multiplications (if
adopted error model (in our case, a single error). In otheithey are not primary inputs) must be checked, as well as
words, considering a single error located in any node ofthe output of any addition/subtraction which induces
the DFG, and as a consequence of propagation along theliasing in at least one addition/subtraction in its
paths departing from this node, we wish to determine if atimmediate successors.



To identify the minimum number of checking points MDSS are not necessarily disjoint. As a consequence,
and their position, we formalise the following concepts. checking the outputs of allDSs may be redundant to
The Detectable SubgrapPS(q) associated with node detect the presence of errors. Therefore, the number of
o; of the DFG is a subgraph having inputs and one MDSSs constitutes arupper boundto the number of

. . necessary checking points.
checked outpugiven by the output of operationy , such Theorem 1.LetDS(o) andDS() be twoDS's such that

that, assuming the inputs to be checked, any single errobs(ol) N DS(g)# . Consider DS* = DS(q)) -
within the subgraph is detected by checking the output OfDS(o_I_) N DS(ay). The following can be proved:

Oj. A DS may have any number of outputsut the 7 ihe inputs tddS* coming fromDS(o;) N DS(0) are
detection property is asserted with respect to the output of implicitly checked

0; only. 2. DS* is a detectable subgraph provide&(oy) (or a
A Maximum Detectable SubgrapMDS is a DS not DScompletely including it) is checked as a whole.

completely contained in any othBS. Extending at least ~ Proof. Let €' be an edge connectii@S* with DS(o)); by
one input-output path in aMDS i.e., including one  the rules defining both the DFG and tB&'s, €' comes

additional operation, would lead to aliasing. As a from a node 0; in DS(o)) N DS() belonging

consequence, to grant f:orrectness Of. the Qutput of ar%imultaneously to at least one path ending agnin
MDS it is mandatory to insert a checking point on such DS(oy) and one path ending @y in DS(0y). If DS(3y) is

output, being tht1DSinputs checked. .
The single-error assumption within @S or an MDS checked as a whole, an error on the outpulo?f N

implies that any operation (operand) appearing indge detected in the checked output @S(g) itself.

(MDS) is mapped onto a separate operator (register). Thisconversely, if the checker associated voghdoes not

does not exclude reuse of operators (registers) insignal any error, the data flowing o are correct.

independentDS's provided each instance of use is Therefore, by definition, the output of the operat@p
separately checked. (i.e., input€') is implicitly checked. Since all inputs of
Creation of alMDSS in a DFG can be obtained by: DS* are either explicitly or implicitly checked, by the

Algorithm 1: MDS's creation. definition of detectable subgrapbs* is aDS.

a) create develized DFGwhere Tflwe construction rules fddSs grant that data flowing
« all primary inputs have level 0; one WiI_I not re-enterD_S(oZ) from DS*. Theorem 1 can
¢ for any nodeO;, if ;1 andl;2 are the levels of its b_e_a_pphed tp _deal .W.'th any num_b_er Of. non-mutu_ally

_ _ TR J ] disjoint DSS: it is sufficient to apply it iteratively to pairs
immediate predecessors, Ievl?l is computed as  of DS, until disjoint subgraphs are created.

maxq-l, Ij2)+1.

b) for each level (starting withl=1) and for each node
0]

L ) | _ 3. Optimum partitioning of the DFG with
j in level |, build the subgraprDSM(Oj) which respect to detection

completely includes all the possib[éaS(OIj)'s. Since o
To guarantee error detection in the DFG, the output of

_ o | _ each operation must be checked explicitly or implicitly,
checking, when buildind>S(0;) these points are j.e., each operation must belong to at leaste
consideredas if they were primary inputs: i.e., Lemma 1.A coverC of the DFG consisting of a set of
DSs (not necessarily disjoint) covering the whole DFG
_ _ _ i (i.e., such that all nodes of the DFG belong to at least one
reaching such points. Otherwise, propagation stops apsin C) allows detection with respect &my single error
soon as addition of a further nod§' creates aliasing. ~ within each DS in the coverlt thus constitutes a
detectable cover
Proof: Consider anyDS*0C: its inputs are either primary
primary output, check if it is completely included in at jnpyts, multiplier inputs, fan-outs of primary outputs - and
least one otheDSM(oih): in such a caseDSM(o'j) as such explicitly checked - or else they are fan-outs of
. : nodes belonging to anoth&S', and as such implicitly
cannot be aMDSIafwd 'S ma_\rked i consequence. i checked by checking the output BfS. The checked
d) unmarkedI)SM(Oj)s constitute the set of all possible output of DS* is explicitly checkedwith respect to any
MDSS for the given DFG. O error occurring insideDS*; as for all other outputs of

Note that, due to the definition of step b, the primary DS* by construction, they derive from fan-out on nodes
outputs are outputs dADSS. in DS* belonging to a path checked by the outpud8f,

primary outputs and multiplier inputscompel

backward propagation of a path frc@ﬁ stopswhen

c) for eachDSM(OIJ-) such thatolj does not generate a



and areimplicitly checked The DFG being a DAG, no viewed (and detected independently) as an error in each
checking ambiguity can occur and each node is checkedf the twoDSs and does not constitute a multiple not

with respect to single errors within (at least) &% [l identifiable by the adopted code. This holds for multiple-
The number of checking points associatedh a error detecting codes, by scaling the requirements.
detectable cover is the cardinality of the cover itself. Similar reasoning applies to variables an registers.

A minimum detectable covémdqg is a detectable cover As a consequence, in amdc composed by disjoirDS's,
having minimum cardinality among gbossible covers. the minimum number of instances of a given type of
The minimum number of checking pointequired by a  resource is equal to the maximum number of instances of
DFG is thus the cardinality of andc of the DFG itself. such a resource required in ddg of themdc
Minimum detectable covers are in general not unique, i.e., If the MDSs constituting the cover are all disjoint,
theremay exist differentovers characterized by the same scheduling may begin without furthgrocessing. If some
cardinalityN; but differing in at least onBS. MDSS are not disjoint, amdccomposed only by disjoint
Identification of anmdc should imply the exploration DSS is derived by applying the Theorem 1. This disjoint
of all possible combinations @S's covering the DFG.  partitioning is necessary since - when scheduling the DFG

To reduce the search complexity, we prove: - each operation will be scheduled in one definite control
Theorem 2.There is always minimumdetectable cover ~ step and thus it will be associated with @fonly. The
mdccomposed exclusively BMDSS. mdcmodified so as to consist of disjoidSs will be used

Proof: Consider amd¢* in which at least on®Sis not ~ for scheduling the DFG. Guidelines to perform
an MDS Substitute thisDS with an MDS completely partitioning of non-disjoinMDS’s into disjointDs's need
including it, i.e., such that each operation in & to take into account the minimization of the number of
belongs to theMDS By construction, such aMDS resources for each type of operation required in the given
always exists. Substitution does not modify the detectingmdc

capacity of the cover since all errors detected at the As an example, consider the DFG shown in Fig. 1 (see
checked output of theDS are still propagated and [1.2]). We characterize each nodef the DFG with a
detected at the output of the consideM®S, by its subscript denoting the operation's nature (addition,
definition. The substitution does not increase the subtraction, multiplication) and a superscript denoting the
cardinality of the detectable cover: as a consequence, th&DSto which the operation belongs. TREDSS are:

new detectable cover is still minimum. [ A: {LA} B: {2?} C: {6?}

From this theorem, we can derive several _ [ o o o _p C[oE ~E T T
consequences. First of all, the covering algorithm D: {3* A ’5-'7*} E: {8+ '9-} F: {10* '11-}
identifying themdcs of the DFG needs to explore the The covering table of the DFG has a column for each
covers composed BWMDS's only. Besides, it is possible to node and a row for eadiDS. In our example, it is:
specify more clearly and relax the requirement one all MDSS act as "essential implicants" in a cover; the
checking the multiplication inputs: in fact, inputs to a  mdcis thus unique and it requires six checking points;
multiplication need to be either implicitly checked by a ¢ all MDSs are mutually disjoint; thus, each node is
DS (in the chosen coveE), which is different from the attributed to one and only on®DS and themdc
DS* to which the multiplication belongs, or else they  consists of all and only tHdDSS.
must be explicitly checked. Anyway, tiES* including As a consequence of these characteristics and of the fact
the multiplication cannot include any of its predecessors. that within each distinddS used in the final partitioning

The positions of the necessary checking points for aof the DFG each operation must be instantiated by a
givenmdcC are the outputs of allDS belonging taC. distinct physical operator (operatormay bereused

Analysis of themdcs is relevant also with respect to between different DS%), the minimum number of
identification of the minimum number ajperators of  resources is 2 multipliers, 2 subtractors and 1 adder.
each type strictly required to guarantee detectability,
assuming that minimum-latency  scheduling is, Rl R2R3 R4R5 R6 R7 R8 R9O RIORIl RI12 RI3RI4
implemented. Within everS of themdg each resource y

aliasing; referring in particular to operators, if S
contains k instances of an operation of tyme the
operations will have to be mapped onkodifferent I3
operators of typer. However, a single operator can be =~ =~~~
used for mapping two operations belonging to two 'a
disjoint DSs without affecting the detection capacity,
since a possible error due to a fault in each instance is Figure 1 - A simple levelized DFG.




4. Scheduling the DFG with the detectable Sy 5°
capability The cost is 4 multipliers, 2 subtractors, 1 adder, and 3
checkers. The ALAP scheduling costs 2 multipliers, 2
The scheduling approach we suggest is an extension o$ubtractors, 1 adder, 3 checkers, being given by:

a time-constrained scheduling algorithm that takes intoS;: 18 28

account the further constraints introduced byrtite and Sy 3P 6C

the associateD®S’s. To this purpose, we need to introduce i

a basic assumption on the control step in which theS3: 42 7 8 10
checking operation associated with the output of ansy: 5P of 11

operationo; is schgduled. I Fhe output of is a primary Mobility is evaluated for all operationsncluding
output, the checking operation must be scheduled in th hecking At this point, a force-directed scheduling

same control step ag; otherwise, it is scheduled in the  ;,45vithm is adopted, by taking into account checking as
control step immediately following that in which itself well as all other operations and by adopting the lower
is scheduled. In other words, there is no freedom on theoounds derived from th&IDSs and from the DFG as

relative positioning 06; and .Of its qhecking. _ limit goals for the number of resources. This leads to:
The numbem; of checking points in thendcis the )

A B
upper boundfor the number of checkers. To identify a S L 2
lower bound g for this number, we explore of the $p: 3 6; 10f
original DFG; there need to be at leasih@my checkers Sy 4D 7D gE 1]5
as the maximum number of checking poiontsated at the ~ *
same level on the critical paths (i.e., input-output paths of4: 5P 9F
maximum length). The final cost amounts to 2 multipliers, 2 subtractors, 1

A problem of obvious interest concerns the relation adder and 2 checkers - i.e., théimum theoretical cost
between the numbeN; of checking points and the possible, as seen previously. It is worthwhile noting that
number ne of checkers after the scheduling has beenthe minimumcost without error detectionwould have

completed. To this effect, we can prove: . amounted to 2 multipliers, 1 adder and 1 subtral@pr
Theorem 3.Given twomdcs mde) andmdcy, beingNe inserting checkers on the structure defined in a
their cardinality, denoting bys the number of control  ¢qnyentionalway woultiave required one checker for
steps for minimum-latency scheduling and bythe  gach operator, thus a total of four checkers. Given circuit
number of checkers required bgdcy, if No=vS then  complexity of the operators involved, addition of one
mdg cannot generate a scheduling with a lower numbersybtractor by use of our technique is well offset by
of checkers. reduction by two of the number of checkers.
Proof: The proof is by contradiction. Assumptidlg=vS Consider the more complex example of Fig.2, in which
means that all checkers are used in each control step. Tall problems discussed in the present paper are examined.
reduce the number of checkensiic, should use at most  TheMDSs derived from this DFG are:
v-1 checkers in each control step. Since the number of,. . .
checking operations is sti;, we haveN<(v-1)S, which A:{2.6.9.} B:{2.3.6.10} C:{4.7.11)
contradicts the assumption. U D: {.2 ,5,,8,,12,14} E: {4_,7,,13 15}

For the example in Fig. 1, it N=6; there are two  Again, allMDSS are essential and the minimum cover is

critical paths (from 1 to 5 and from 2 to 5) with two unique:Nc=5. Since there are two primary outputs at the
checking points at level 2 (on the inputs of node 3), thus

nc=2. The length of the critical paths is 4. , RL R2R3 R4 R5 R6 R7 R8 R9 RIORLL R12 RI3RI4RIS
To proceed with scheduling, we perform first both ASAP * 2\ /— sdet ool o/ oF -\ VA
and ALAP schedulings, by taking into account the ' | ;
checking points together with the other operations. TheI2 ~
symbol denoting an operation is in bold if a checking = - - -
point is associated with that operati@ .denotes thé-th I3

control step; each line gives the operation scheduled on
the same control stefphe ASAP scheduling is: LR 4 SR v

s 1 2 & 8 10 E
Sy: ¥ ¢ 1L
Sy 4P Figure 2 - A levelized DFG with a non-disjoint mdc.




end of critical paths (no other checking points at the same2. faults affecting the wiring from the output of a

level on critical paths are found), itng=2. multiplier to a register may bassociated either with
We have here a complex case of intersectipSs: the register or with the multiplier; errors on the wiring
several disjoint covers can be considered. The first one from the checked inputs to a multiplier are not checked
adoptsMDSSs A andC, and the followind>S5: - thus, they constitute part of the systemalisd-core

B: {&,10_} D’: {L,5+,8+,12,14} E': {13,154} 3. .if a muItipnger—based approach is adopted for th_e
The minimum-latency scheduling requires five control mterconnectlon 'netyvork, faults can be col]apsed asin
steps; the minimunoperator cost, derived exclusively the previous points; faults affecting a multiplexer on a
from ,the chosenDS5 amounts’ to 1 multiplier, 2 multiplier's input can be collapsed with faults in the

subtractors, and 3 adders. Examining the DFG allows to source register prqvided c;hecking is performed at the
increase the minimum number of multipliers to 2, since outputs of the multiplexer instead than at the outputs of

there are two multipliers at level 1 on critical paths. The A"t?ﬁerzgg;ieer' obviously. involves extending the single-
results of our scheduling is: ' Y g g

error assumption to a suitably defined subsystem,

S P 2Ah A , : : - :
including, together with operators and registers associated
Sy 3B 5D & * with eachDS, segments of wiring as well.
) D A B Choice of coding influences area required by
Sz 8¢ % 1k arithmetic devices and registers as well as clock cycle. In
S 12° 1F 11¢ general, the choice is between separate and non-separate

S 14P 15 codes. Usually, separate codes require larger area but
' * o preserve the cycle length requested by non-checking
The total cost amounts to 2 multipliers, 2 subtractors, 3operation5' conversely, non-separate codes are often
adders, and 2 checkers, _namely,.the theoreatiggimum supported by lower-complexity circuits but - by
for the chosen self-checking solution. o increasing the width of the word upon which the
Consider now a second cover, consisting\o8’, D', arithmetic device operates - lead to increase of the clock

as before, whileE is taken in full andC”={1L} is  cycle length.

adopted. A scheduling requiring only 1 adder but 3  Further problems to be studied concern first of all
checkers can be identified: the cost can be considere@onsidering different operation latencies (in particular, for
equivalent to that of the previous one. adders/subtractors with respect to multipliers); extension
Note that an optimum scheduling unconstrained by of our approach to arithmetic/logical DGF's, involving
detectability requires 2 multipliers, 2 adders and 1 choice of different codes and ensuing conditions for
subtractor; adding individual checkers would have detectability, is also being examined. Finally, the impact
introduced5 checkers. Again, thé1DSbased solution  of the self-checking solution omllocation must be
lowers the total cost. examined, in view of optimal allocation. Work is at
present going on along these lines.
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