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Abstract [2-5,7]. There are other circuits depending on the

A hierarchical methodology for analog behavioral application as the cochlea, analdglays[6], and the

modeling of the basic building blocks of neunatworks ~ Guassian circuitthat can be employed in speech
is presented using HDL!AThis hierarchy is formed of recognition systems. Several designs fibee above

three levels in order to satisfy the different requirements mentioned circuits have been proposed [6-4&irting

of the CAD toolsvhich may incorporatéhe models. The from the pioneeringvork of Mead [14]. Most of these
presented models include all the nonidealities present inCircuits are simplend programmable, thus amroposed

the actual circuit in addition to being flexible and Model should be as simple as the cireuiticonsuming a
consuming shorter simulation time. This improvement in shorter simulation time.

simulation time is verified through examples at both the In this paper, wepropose ahierarchicalmethodology
circuit and system levels. for the modeling of analog primitive cebgdapply it to

the case of ANNs. Thebjective ofthis work is to develop

a library forthe analog cellssed inneural networks. In

1.Introduction the next section, the applicability of the modelompcept
to the neural networksase is discussed. Section 3

presents theroposed modeling approaemnd section 4

The concept of behavioral modelinchas been  emphasizes it through examples at the cireuitl the

efficiently utilized inthe digital circuits domain leading system levelsogether with the simulation results. Finally
to a considerable reduction in the dewnle [1] When conclusions are drawn in section 5.

being applied to the analog domain, sevelifficulties
were encountered mainly due ttoe fact that highlevel 2 Behavioral Modeling of Neural Networks
analog functions are simpland highlytechnology
dependent which contradicts with the abstractness and
technology independence dhe  modelingconcept.
Nevertheless behavioral models incorporated in libraries
for systemsutilizing the analogVLSI technology as a
major technology such as artificiaheural networks
(ANNS), can enhance the activities in fiedd of analog
design automation.

Analog VLSI is one ofthree technologies used for

Digital CAD tools use behavioral modeling at the
design, simulation, anealidation phases. Analog circuits
have notyet mature CADtools as those dheir digital
counterpart[15].

The field of ANNs is one of those fields employing
analog VLSI technology in addition to itsature being
formed of a limited set of modules. Applyitige concept
hardware implementation of ANNs. Its suitability arises Of Pehavioral modeling to neural networks may have some
from the small computational circuitsid the higrspeed ~ restrictions. . _
which it is capable of providinghus leading to fast and * ANNSs are still in adevelopment phase lackingell
area efficient ANN systems with low  power approved circuit architectures.
dissipation[2]. * The model should be independent of the nature of the

ANNSs have a structure composed of a limited set of  CAD tools utilizing it.
electronic circuits mainly programmable synapses*® The model should beloser tothe circuitlevel in
(multipliers), variablegain neurons (nonline@lements), order to be distinguished from the algorithmsed
summers, storage elemeng)d winner-take-altircuits for software simulation of ANNs.

! HDL-A is a VHDL based analog language developed by ANACAD Electrical Engineering Software.
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* Analog libraries in general agéfficult to implement addition to errors arisingrom the variation in its
due to thefact that theprimitive analog cells have characterizing parameters resulting from technological
more than one  function with a number of process. These errors could be found by applying Monte
nonidealities depending on the used technology. carlo analysis while varying the technological parameters

The above points can be counteracted by: and visualizing iteffect onthe circuit [17]. The ladevel

» The trend in neural networks iswards modular and  should be provided for each used technology.
reconfigurable architectures which avell suited for ~ Contradiction with thetechnology independence of the
the modeling concept. modeling concept is encounteredthre lastievel but in

« The number of CADtools depending on the the analog casethis effect is extremelyimportant
behavioral description of any systemisentry are ~ especially ifthe model will be furtheprocessed by any
those used athe behavioral simulation phase, the synthesis toolhat selectghe circuit satisfying theystem
validation phaseandpossible synthesis phasehose requirements with the smallest acceptable error.
requirements can be gathered in a single model.

* Thelevel of accuracy ofhe modebnd thedegree of
closeness to the circuit level is mainly user defined. 4. Results and discussion

* In order to capture all the circuit functions, thedel

could be formed of a single entity(describing the |n this section, we willfocus onthe firstand the
interface of the circuit) and a number of second hierarchicdevels ofthe model, while the last
architectures(describing its function). level will be treated in future phases of work. Two
primitive cells, thewide range Gilbert multiplieand the
Guassian circuit utilized in the radidlasis function
3. A Proposed Modeling Approach neural network, are presenteahd theircircuits and
models are compared regarding simulation time and
In order to satisfythe four points previously accuracy. A macromodel composedtafbasic primitives
mentioned, we propose a hierarchical methodology for thelTransconductance element, |-V convertand Hard-
modeling of ANNs. The same poihaisbeenthe subject Limiter) and descrlb_lng the operatlon of the 4tiéipfield
of previous publications [16,17,18]. Ithis work, the #/D converter is given to emphasize thewer of the
model, written in analog hardware description languageMedeling concept at the subsystem level.
(HDL-A) supported bythe electrical simulatdELDO?, is
composed ofhree hierarchical level3his decomposition i . o
is importantfor providing flexibility inthe choice of the ~ 4-1.  Wide Range Gilbert Multiplier
desired degree of accuracy dependingren application.
The firstlevel is a blockdiagram representation of the The Gilbert multiplier circuit habeen implemented in
circuit serving as a first order functionality check fact different ways and technologies [14,19]. The one
this level is approximatelyhe same as the mathematical published by Mead [14] (figure 1&ps the advantage of
algorithm of theANNs except forhaving an interface  operating in the subthreshold regime thus consuming low
related to the physical circuit. The secoridvel power. The ideal output current of this circuit is given as
incorporates all the nonidealities of the circuit. Tleigel
is the most important one due to its adherence to the N(Vi-V2) n(Vs-Vjy 1
circuit technique utilized together with thect that it is Corrg ) BTy ) 2

parameterized thus providing both fashd accurate  \ynere J is the bias current provided by the transistor Mb,
simulation. _ _ _ ~and n is thesubthreshold slope. In order to motieis
Improvement in the design cycle can be achieved usingcjrcyit using the seconievel, all the nonidealitieshould
the seond level, ashe designer can first simulate the pe added to the ideal behavior represented by
systemusing the model in order to optimize the different aquation(1a). The model parameters must be the external
circuit parametergant_j finally realize these parameters ygriables which the usesenses independent of the
using the actual circuit [16]. o _ _internal circuit operationTherefore instead of including
The lastlevel involves statistical modeling as it e subthresholdlope, we includethe dynamic range
includes statistical information abouhe circuit in represented by the parameters,(Vwhich is directly
related to the subthreshold slope.
2ELDO is a trademark of ANACAD Electrical The mainnonidealities of this _circuit_ are theffset
Engineering Software. voltages, the common mode rejection ratio (CMRR) of the

lout= I stanh
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Figure 1:Wide range Gilbert multiplier (a) Circuit diagram. (b) Model parameters and interface.
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Figure 2: Simulation results for the output current

first and seond differentialpairs, andfinally the output
conductance (figure 1b). We camodelall theseeffects
by rewriting equation(la) sudhat theoutput current in
this case is given as

V1-Va+ Vo V3=V a+ V otz
)tanh¢

lout = [ danh(
Vsat Vsat

Vi+ V2
+ (Gm/CMRRl)tanh(V—)
sat

Vs3+Va
+ (Gm/CMRRZ)tanh(V—)
sat

- Gut Vout (1b)

lout(V1-V2=-0.05V) ~*lout(V1-V2=0.0V)
* lout(V1-V2=0.05V) *lout(V1-V2=0.1V)
> lout(V1-V2=0.2V)

(b)

of the Gilbert multiplier. (a) Circuit. (b) model

guarantee proper circuit operation. This parameter is

related to the threshold voltage for a given technology.
The Gilbert multiplier circuit is known to have a

restriction on thevalues ofthe outpuwoltage which may
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Since this circuibperates in the subthreshold region, the

use ofthe parameter ¢¥) was unavoidable to act as a
restriction on the value of the biasltage in order to

Figure 3: nonidealities in Wide range Gilbert
multiplier.
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Figure 4: The circuit implementation of the Guassian function.
(a)iImplementation_1[19] (b)Implemenation_2[20]
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Figure 5: The model parameters and the
interface of the Guassian circuit

be imposed on it when beirgmployed in any system.
For small values of output voltagdmlow (Vnin), the
output currensuffers alarge increase while thepposite
occurs for large values of voltage approacttimat of the
supply(Vinay[14]. In order to modelthis limitation
empirically , equation(1b) is multiplied by a function
exponentially increasingpelow Vmin and exponentially
decreasing above,¥x

The simulation results (figure 2a,2b) thie model and

the circuit represent the output current of the multiplier as

a function of the second differentiabltage (\4-V,) for
different values othe first differentialvoltage (M-V,).
The results are identicaéxcept at zero differential

voltage. This is mainly due to the way the model treats th

transistor mismatch problem as it accouiats its effect
just by including théwo parameters ¥; and Vg in the
tanhfunctions of equation(1b) while the circdiehavior
is much more complex.

Nonideal effects aghe finite output conductance and
the variation of currents at small and largetput
voltagesare shown in figure 3. The equations describing
the currentfor output voltagebelow (Viin) and above
(Vmay are empiricabecauséiigh accuracy isiot required
when operating outside the useful range of operation.

If we define the improvement in simulation time as
the ratiobetweerthe difference in simulation time of the
circuit and themodel to the simulation time of the circuit
under the same simulation conditions regardingtype
of analysis and the number gfoints, then 58%
improvement is achieved when performing DC analysis.

4.2. The Guassian Circuit

This circuit is used in pattern classifiers such agadél

basis function Neuural Networks [19]. The main equation

describing the behavior of this circuit is

-(Vin-Vw) 2
202 (2)

Where }eais the peak value of the current, 6 the

input voltage, Y, is the voltage describing the weight of

ethe synapse, anmalis the standard deviation.

lout= | peag
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Figure 7: Simulation results for the macromodel
describing the Guassian function (a) The output
current of the multiplier circuit (b) the output
voltage of the |-V converter (c) the output
current of the exponential function

Two possiblecircuit architectures have been published
satisfying the Guassian function [19,20]. The circuit of
figure 4a contains 15 transistaned it ismodeled simply
by expressing the current as in equation(2) but
multiplying the right handside of the equation with a
certain functionm(v), where this function is constant
inside the operating guassian range and thustiyeut
current is a pure Guassian function of the inpaitage
and is characterized by.lcando. Outsidethis range, the
functionm(v) tends to make the current changeslipe

to acquire a lineabehaviorand it is characterized by the
parameter ¥, which is the inputvoltage after which the
current changes its slope(Refer to appendix I).

The second implementation is a macromodel formed of
three primitives (Gilbert multiplier, 1-V convertesind an
exponential circuit) [14] and it has afdentical
performance to the first circuit in its first region thus it
can be described bythe same model or dan be
considered as a macromodel formed of three simple
models , where irthis case it will be related to the
structure of the circuit. Thenain parameters othese
models are the transconductance of Gilbert multiplier
Gm, the conversiorgain of thel-V converter A, a
constant current .l and a factor K, related to the
parameterc in the first model,for the exponential
function. The curves of figure 6 showinghe output
current from the Guassian circuit ( figure Z#)d our
model (figure 5)are well matched,indicating the high
accuracy othe model in addition to 95% improvement in
the simulation time (DC analysis). Theacromodel
(figure 4b) showdarger simulation time as compared to
that of thefirst model. Its simulation results are given in
figure 7 showing the output from each stage.



Vi l Vet

n
Transconductance Transconductance
Gm) (Gm)
I-V converter
A

Transconductanci Transconductanci [ Transconductanca [ Transconductanc%
Gm Gm Gm) (Gm)

( Transconductanc% ( Transconductanca
(Gm) (Gm) Gm

[ Transconductanc%_ [ Transconductanc%_
(Gm) (Gm) Gm

[ Transconductanc%_ ( Transconductanca
Gm (Gm) (Gm)

Transconductance Transconductance Transconductance]
(Gm) (Gm) (Gm)

I-V converter I-V converter I-V converter

I-V converter

Hardlimiter Hardlimiter Hardlimiter Hardlimiter

Viow, Vhigh, Viow, Vpigh, Vin Viow, Vhigh, Vin

V3 V2 Vi VO

Figure 8: Block diagram for the 4 bit Hopfield A/D converter[22]

threshold voltage after whighe hard-limiter changes its
output level. The models ofthe three primitivenodules

4.3. The Hopfield A/D converter are simple, consisting of a single equation describing their

This circuit has gained itgopularity in the mid-1980s
thanks to itssimplicity and regular structure. It has
become now ofimited importance due to thproblems
associated with its implementatiamd learning [3]. It is

function without including any nonidealitie$his serves

as a first order functionality check which can be beneficial
for behavioral simulation . The number of transistors
used in each circuit is smallhus the improvement in
simulation time will not be appreciable(20% under DC

given as an example in thigction just fothe illustration ~ 2nalysis). Themain improvement in thissystem when

of the model capabilitiedor high connectivity at the
subsystem levellhe 4 bitHopfield A/D convertercan be
implemented in differentvays[21,22]. Themethodology
used in [22] is well suited fdhe modelingprocess as the

system is

(transconductance element, I-V convertend hard-

utilizing the models isthe fact that the designer can
change the parameters without going into the details of
the circuit.Results provided bthe modeknd thecircuit

are given in figure 9. The results are approximately the
sameand both show goodigreement with the published

constructed ofthree  major blocks
J results of Hopfield A/D converter[21].

limiter). A block diagramfor the circuit is shown in .

figure 8 with the three primitiveslescribed bytheir ~ 9.Conclusion

characterizing parameters. The parameters Gm and A

have been described the previous subsection, )} and In this paper anethodology is given fathe analog
Vhigh are thetwo levels otthe hard-limiter, and Vis behavioral modeling of ANN. Among theoverall



-+ Vout(model) — Vout(circuit)

vin(v)

- Vin(analog)

Figure 9: Comparison between the simulation
results of the circuit and the model of the 4 bit
Hopfield A/D converter

applications utilizing the analogLSI technology, ANN
seems to bethe most suitable to bmodeled and
afterwards synthesized. Three examplesre given,
where in the firstwo, all the nonidealities whicimay be
encountered in the actual circwere modeledThus the
modelcan be utilized by any optimizing or synthesis|
since the outputoltage orcurrent is given as a function
in all the input signals and theffective parameters.
Including these nonidealities tends to
simulation time and thudecreasehe efficiency of the
modeling process in accelerating simulation.

The final example illustrates the power of the
modeling concept when being utlized as an

simple modules as the 4 bit Hopfield A/D converter .

The improvement in simulation time varies from one
circuit to another regardless of its sibecause each
modelhas itewn degree of complexity depending on its
behavior rather than the size of its circuit

The simulation results provided by thdels agree to
a noticeable extent witlthat of the circuit. Analog
libraries formed of these modetan be very efficient in
any possible futursimulation, synthesis, or verification
analog CAD tools.

6. Appendix I:The Architecture of the HDL-A
model for the Guassian circuit

ARCHITECTUREfunctionall of guassians

variable m : analog;

--A function to be multiplied by the ideal current to
account for nonidealities effeah[v)]

increase the

ideal
functionality check for a subsystem formed of a number of

variable vth2 : analog;

BEGIN
RELATION

PROCEDURAL FOR INIT =>
lo := 10.0E-9;

sigma := 10.0E-1;

vth :=1.5;

K :=3.0;

PROCEDURAL FOR DC,TRANSIENT =>

vth2 := 2.0*in_weight.v - vth;

--The input weight signal is given the namg M the
text

--The input signal is given the nameg, Vh the text

IF (in_signal.v > vth2) and (in_signal.v < vth) then
m :=1.0;

ELSE
m := exp(-k*((vth - in_weight.v)/sigma)*((vth -
in_weight.v)/sigma))* exp(k*((in_signal.v -
in_weight.v)/sigma)*((in_signal.v -
in_weight.v)/sigma))*(1.0 -0.1*abs(in_signal.v));

END IF,;

OUTP.I %= -m*lo* exp(-k*((in_signal.v -
in_weight.v)/sigma)*((in_signal.v - in_weight.v)/sigma));

--The output current from the pin (outp) is given by its
ideal equation multiplied by the function (m)

END RELATION;
END ARCHITECTUREfunctionall
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