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Abstract - Power estimation in combinational modules is
addressed from a probabilistic point of view. The zero-delay
hypothesis is considered and under highly correlated input
streams, the activities at the primary outputs and all internal
nodes are estimated. For the first time, the relationship
between logic and probabilistic domains is investigated and
two new concepts - conditional independence and isotropy of
signals - are brought into attention. Based on them, a
sufficient condition for analyzing complex dependencies is
given. In the most general case, the conditional independence
problem has been shown to be NP-complete and thus
appropriate heuristics are presented to estimate switching
activity. Detailed experiments demonstrate the accuracy and
efficiency of the method. The results reported here are useful
in low power design.

|. INTRODUCTION

With the growing need for low-power devices, power

Diagrams (OBDDs) can capture dependencies among
internal signal lines, but they are impractical to use on
anything other than fairly small circuits [2]. Common
digital circuits are dominated by the reconvergent fan-out
(RFO) problem; over the years, people working in
testing, timing and more recently in power areas have
been faced with difficult problems arising from the fan-
out reconvergence, mostly when they want to calculate
the signal probability [3], [4], [5]. In general, accounting
for structural dependencies is a difficult task, but when
combined with spatial and temporal dependencies on
circuit inputs it becomes even harder. To accurately
compute the switching activity one has to account for
both spatial and temporal dependencies starting from the
primary inputs and continuing throughout the circuit.
Recently, a few approaches which account for

analysis and optimization techniques have becomecqrelations have been proposed: using an event-driven

crucial tasks challenging the CAD community from the nropapilistic simulation technique, Tsui et al. account in
architectural to the device level. The key issue in power[g] only for first-order spatial correlations among
analysis was from the very beginning switching activity prohapilistic waveforms. Kapoor in [7] suggests an
estimation because charging and discharging d'fferen‘approximate technique to deal with structural
load capacitances is by far the most important source Ogependencies, but on average the accuracy of the
energy dissipation in digital CMOS circuits. Power approach is modest. In [8] the authors rely on lag-one
estimation techniques must be fast and accurate in ordeyjarkoy Chains and account for temporal correlations;
to be applicable in practice. Not surprisingly, these two ynfortunately, they assume independent transition
requirements interfere with one another and at somepropabilities among the primary inputs and use global
point they become contradictory. General simulation oppps to evaluate switching activity (this severely
techniques can provide sufficient accuracy, but the pricejimits the size of the circuits that can be handled). In [9],
tag is too high; one can extract switching activity 55 analytical model accounting for spatiotemporal
information by exhaustive simulation on small circuits, correlations and a technique which gives good results for
but it is unrealistic to rely on simulation results for larger moderate sized combinational circuits are presented;
circuits. A few years ago, probabilistic techniques camepowever, the run time is still a problem for large circuits.
into the picture and demonstrated their feasibility at least The approach presented in this paper improves the
for limited purposes [1], [2]; at that time, it was a good gtate-of-the art in two ways: theoretically, by providing a
bargain to process combinational and sequential circuitsqeep insight into the relationship between the logic and
in a few seconds even if the results provided by such arprohapilistic domains, and practically, by offering a
analysis were inaccurate for practical purposes. Theésopund mathematical framework and an efficient
reason for this inaccuracy was that the results wereechnique for power analysis. For the first time to our
extracted using only the circuit description and assumingynowledge, the mathematical concept obnditional
the input independence. Signal probability estimation jzgependencés brought into attention and based on it, a
techniques based on global Ordered Binary DeC'S'O”compIete analytical model for power analysis is
developed. Defining a new working hypothesis based on
“This research was supported in part by the National Science Foundation’:the notion ofalmost Isotropic S|gnalsth|s paper presents
Young Investigator Award under contract no. MIP-9457392. theoretical and practical evidences that conditional
independence is a concept powerful enough to overcome
the difficulties arising from structural dependencies as
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well as highly correlated input streams; more precisely,
based on conditional independence and signal isotropy,
we give a formal proof showing that the statistics taken
for pairwise correlated signals are sufficient enough to
characterize larger sets of dependent signals. The
practical value of these results becomes particularly



evident during optimization and synthesis for low power; mutually or universally) independenevents without
a detailed analysis presented here demonstrates thregard to any other conditions suchPg8;) > 0. Since the
importance of being accuraliee-by-line (not only for the o

total power consumption) and identifies potential sequencedy, Ap,.., Anhhas (2 Ir'] dl) s%bsecc;uegces of
drawbacks in previous approaches. To support thetWO Or more events, the mutual independenciony....,
potential impact of this research, experimental results areA, is equivalent to satisfying 2 n - 1) equations. One

presented for benchmark circuits. natural restriction may arise now: we may consider that

The paper is organized as follows. Section 2 presents irequation (3) is true only for each pair of events in the
detail the concepts of conditional independence, isotropy

and their relationship with switching analysis problem. In Sequence. This then requires 0@% equations to be
section 3 we present a Markov Chain based approach an. ;s ‘o it iafi

an incremental technique for power estimation. Section 4g?t'?gggbgﬁéséﬁégaté%% cc\JArIﬁspboend?emvggke;;?mggt

is devoted to practical aspects: an efficient heuristic forindependenceExcept for the case = 2, the concepts of
run time improvement and a detailed analysis concerning /o] independence and pairvvise, independence are
highly correlated inputs are provided. In section 5 we gIVe yigtinet If n > 3 events are mutually independent then
our experiences on benchmark  circuits ranging frornthey are for sure pairwise independent, but not vice-versa.

hundreds to thousands of gates. Finally, we summarize-l-hus, mutual independence is stronger than pairwise
our contributions. independence

II. AN AXIOMATIC APPROACH TOCONDITIONAL Proposition 2. [10] If Ay, Ag,.., A, are mutually
PROBABILITY independent events and eachBgf B,,..., B, equals the

intersection osome A's, 1< k< n, and if noA is used
more than once, therB;, B,,..., B, are mutually

A. Stochastic Independence )
independent]

Conventional probability models consist of triple®;, &, )

P) describing an experiment; more precisélyrepresents  B. Logic Independence

the set of all possible outcomes of an experimeig, the

class of events that are of interest & the probability = Based on Proposition 2 and notion of support of a boolean

on the basic class of events.Afis an event of the basic function (i.e. the set of variables on which it depends), we

class, then the probability & can be determined by an give the following definition:

experiment or may be described on the basis of an earlieDefinition 3. (Logic Independence)

known eventB; thus the valueP(A | B) (read as Two boolean functiond andg are said to bdogically

'probability of A given B') depending on botiA and B, independentnotationf O g) iff Sugf) n Sugg) = O; if

becomes the target probability. ConsequenthyB i§ the they are not logically independent thieandg must share

set of known events prior to the experiment (but related toat least one common input variafle.

it), andA is the class of events of interest, tHAD: A x Note: It can be seen from the above definitionf @ndg

B - R'is the basic probability function that is considered that logic independence is fanctional notion and does
here; this is in some sense motivated by the intuition thatnot use any information about the statistics of the inputs.

every probability is in reality conditiongl4]. If the hypothesis of independent inputs is satisfied, the
Definition 1. (Conditional Probability) two concepts (stochastic and logic independence)
If (Q, 2, P) is a probability spac® (02 with P(B) > O, coincide due to Proposition 2. o

then theconditional probability of A given B: Let us consider the following simple circuits where the
P(A|B) =P(A n B)/ P(B) ACY, BOS (1) primary inputsx, y, ¢ andx, y, g, ¢, respectively, are

O assumed to be stochastically independent:

Note: P(A|B) satisfies the axioms of probability; in

particular, we have thatOP(AB) < 1. X a
Definition 2. (Stochastic Independence)
Let (Q, 2, P) be a discrete probability space andAleind c _|
B be two eventsA andB are said to bandependeniff
. P(A B) = P(A) P(B) (2) y b
Independence of events is primarily a numerical fact (a) (b)
about probabilities rather than a fact about their Fig.1

relationship. To emphasize this feature, we will use the|p (@) x, y, ¢ are mutually independent; signalandb are
term “stochastically independent” instead of saying not stochastically independent becap&eb) # p(a) p(b).

simply “independent”. _ Moreover, linesa andb are not logically independent. For
Proposition 1.If P (Aj [ Ajsan ... n Ay) =P (A),i=1,...,  (b), a andb are stochastically independent and because
n- 1 then: Sufa) n Sufb) =0, they are also logically independent.
m On the other hand, in (a), if we have an input sequence
P(Ajn..nA) = |‘| P(A) l<ms<n 3) such thap(c) = 1 (i.e.c is constant one), themandb are
i1 stochastically independent. For (b), df has the same
(Due to space limitation, all proofs are given in [15].) behavior as,, i.e.c; = ¢y, andc, is not constant 1 or O,

When (3) holds then we say th&y, A,..., A, are  we get thata andb are stochastically dependent even if



they are logically independent. This is not a contradiction; logically uncorrelatedsignals may becoms&tochastically

it rather shows that logic and stochastic independence arcorrelated due to input dependencies. In the following,
different concepts if the assumption of input we will use an approximation af.in. which holds for
independence is dropped. Intuitively, neither stochastic,correlated inputs as well as for uncorrelated ones.

nor logic independence are sufficient concepts to be useDefinition 5. (Isotropy)

in real circuits where structural dependencies areGiven the set oh signals {;,%,...X,}, we say that the
dominant.

C. Conditional Independence

Definition 4. (Conditional Independence)
Let (Q, %, P) be a discrete probability space andAleB
and C be three events; the even and B are
conditionally independenfnotationc.in.) with respect to
Ciff PPAB|C)=P(A|C) P(B|C).O0

The above definition may be extended to digital
signals and to any number of signals as follows:
Definition 5.
Given the set of signals §;, X,,..., X,} and an index (1

<i<n), we say that the subsety{ Xp,..., Xi.1 Xis1,--+» X}

is conditionally independentwith respect tox if
. | x) .0

p(lsjsl_ln,jf-i)ﬁ 1sjs|_n|,j¢ip(XJ| /

Note: It should be pointed out that if the seg {X,..., X1,

Xi+1,---» XIS C.iN. with respect tog, it might not bec.in.

with respect tox;. However, the corresponding set

which any variable (or subset of variables)

complemented, is stitl.in. with respect to.

For boolean functions, we may state the following:
Proposition 3.Let f and g be two boolean functions and
f €, g the cofactors of andg with respect to a common
variablec; if f © 0 g © thenf andg arec.in. with respect to
cthatis,p(fg| o) =p(f|c) p(g|c).0 _

In Fig.1, signalsa, b are c.in. with respect toc. It is
worthwhile to note that, in order to compuyd@ b o, if a
and b are c.in. with respect toc, we may use only
pairwise signal probabilities as followg{a b 9 = p(a b |
c) p(c) =p(a|c) p(b | c) p(c) = p(a c) p(b ¢) / p(c) which
reduces the problem of evaluating the probability of three
correlated signals to that of considering only pairwise
correlated signals.

X;) =

in
is

c.in. relation isisotropig, if it is true with respect to every
signalx;, i = 1, 2,...,n; more precisely, taking out at|'s
one at a time, the subset of the remainimg 1) signals is
c.in. with respect to the takeq[]

Returning to our example in Fig.1 (a), given the set of
signals fg, b, c} we have that §, b} is c.in. with respect
to c, but the setsq, c} or {b, c} are notc.in. with respect
to b, ora, respectively; it follows that.in. is not isotropic
in this particular case. Intuitively, the concept of isotropy
as defined above, is very restrictive by its nature and it is
hardly conceivable that a set of signals taken randomly
from a target circuit will satisfy Definition 5. Our goal,
however, is not to use this concept as it is, but to make it
practical for our purposes. As we shall see later, the main
advantage of isotropy is that it offers a canonical
approach to the estimation of different kinds of
probabilities in digital circuits.
Definition 6. (AlImost Conditional Independence)
Givenn signalsxy, Xo,..., X, (N 2 3), we say that the subset

{x} is almost
1<j<sn,j#i

(notationa.c.in) with respect tog (i = 1, 2,...,n) if there
exists are (0 < € < 1) such that:

p()ﬁlxi)
l1sjsn,jzi _1<e

db'e

p(l jsl_ln,jvii)ﬁ‘ /
O
In Fig.1, signalsa andb area.c.in. with respect to signal
with € = O (in fact, they are.in.); also, there exidd < g,
€, < 1 such thag, c area.c.in. with respect td, andb, c
are a.c.in. with respect toa. In other words, almost

conditional independence is an approximation of
conditional independence within given bounds of relative

conditionally independent

(4)

. . error.
Consequently, the conditional independence concept calpefinition 7. (Almost Isotropy)

lead to efficient computations even in very complex
situations. In fact, Proposition 3 gives ussafficient
condition for conditional independence and this is very
useful from a practical point of view, because all events
appearing in digital logic are somehow logically correlated.
owever, the general problem, to determine a varigble
from a set of signals 4, X,,...,X,} such that the remaining
set of @ - 1) signals i<.in. with respect tog is a difficult
problem (actually it ifNP-complete [15

. D).
One may extend the notion of conc?monal independenc

with respect to a single signal to that with respect to a

I~ (Proposition 4.Given ana.is. set of signals{ x;}
such a set, we may not express the probability of complex !

events in terms of probabilities of pairs of events as in the

subset of signals. The disadvantage is that, even if we fin

case ofc.in. with respect to a single signal. Thus, from a
computational point of view, this does not seem to be
useful.

Since we deal with inputs which are not independent,
information about the logic (structural) independence of

The property of conditional independence for a seh of

signals {x} is calledalmost isotropic (notation
1<j<n
a.is) if there exists some (0 < € < 1) so that it is satisfied
within € relative error for any signa].C]

Differently stateda.is. is an approximation of isotropy

within given bounds of relative error. In practice, is

eappropriate to considex.is. as an approximation of pure

isotropy. Based on the previous definition, we get:

for
1<j<n

n
someg, the probability of the composed sigrmln x)
j=1
may be estimated withiairelative error as:

any subsets of signals is not particularly useful as any
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(7)
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g-r )
e

wherei, is the value taken by variablg in the cubert

This proposition provides us a very strong result: given ;.

that n signals are.is. for someg, the probability of their
conjunction may be estimated withérrelative error using

only the probabilities of pairs of signals, thus reducing the

problem complexity from exponential to quadratic.

I1l. A PROBABILISTIC MODEL FOR SWITCHING ACTIVITY
ANALYSIS

A. Spatiotemporal Correlations

In order to characterize the signals in the probabilistic
domain, we use the model presented in [9]. Two useful

concepts defined in that paper are siignal probability
p(x=1i) and transition probability p(x ) for a given
signalx andi, j = 0, 1. Pairwise correlated signals are
characterized bysignal (SC) and transition (TC)
correlation coefficients

wy - DOXZH0Yy=]) oy = PO DY)
S4B py=) TN T Gy gpty )
wherei, j, k, =0, 1 [9].

(6)

Starting with this model for capturing the spatiotemporal )
correlations, we are able to develop a new, more efficientp(f=1) =

technique, based on thémost conditional independence
hypothesis. Two approaches are used:

- The global approachfor each node, the OBDD is built
as a function of the primary inputs;

- The incremental approachfor each node, the OBDD
is built in terms of its immediate fanin and the transition
probabilities and th&Csare propagated through the circuit.

isa.is. for somee (0 <

b) If the set{xj }
1<j<n,k1=01

€<1), then thetransition probability f; ;) withi, | =
0, 1 may be expressed witharelative error as:
2
Hl<k|:||< p(xkikajkljxlilajl)g]
p(fiaj): gh gﬂ = =1 P (8)
T Bhes o
Dkljlp Xk'kﬂk o

whereiy, ji are the values taken by the variakjen the
cubesrt UM; andre 0. O
Corollary 1. Given sets of signals as in Proposition 5 and

a boolean functiori of variables{xj}

1<j<n
transition probabilities may be estimated witkinelative
error as:

, signal and

XX

o SCY
n;'liljlskljlsn W
2

S n
e 3 38T fls
nfm e, 1<k<i<n =L

This result has also been extended_ to the calculation of
correlation coefficients§Csor TC9 between two signals

g n
g]r' p(X = iy) and

k=1

).0

K~k

Whilst the first method is more accurate and time/ in the circuit (see [15]). From a practical point of view,
memory consuming, the second one provides a sufficienthis becomes an important piece in the propagation
level of accuracy within reasonable bounds of time andmechanism of probabilities and coefficients through the

space complexity.

B. An Incremental Propagation Mechanism Using Almost

Conditional Independence

If the almost conditional independence property is satisfied,
Proposition 4 may be easily extended to boolean functions

represented by OBDDs. Léthe a boolean function of
variablesxy, X%,..., % which may be defined through the
following two sets of OBDD paths:

- [11 - the set of all paths in the ON-setfof

- Mo - the set of all paths in the OFF-sef of

Based on this representation, we give the following result:
Proposition 5.Givenf a boolean function of variables,

X9,..+, X, then:

a) If the set {ij} ng denotes eithgror x,) is
1<j<n

a.is.for somee (0 < € < 1), then thesignal probability gf

=1i) withi =0, 1 may be expressed wittdnrelative error

as:

boolean network.

IV. | SSUES INPERFORMANCEMANAGEMENT

A. Inherently Complex Circuits

In real examples, we may have to estimate power
consumption in huge circuits like ISCAS benchmarks
C6288, C7552, 32-bits multipliers, etc. where global
approaches are totally impractical; in such cases,
incremental approaches based on correlation coefficients
are still applicable, despite the significant amount of CPU
time they need for switching activity analysis [9].
Surprisingly enough, there are some other circuits, much
simpler (in terms of gate count and structure), which raise
a lot of problems in terms of running time; in such cases,
the incremental approaches ‘“degenerate” in global
approaches, that is, they tend to behave almost alike, at
least as far as the running time is concerned.

To begin with, let us consider first ordinary tree circuits



with k primary inputs consisting of common simple gates [ x7 [ x8:
(two inputs ANDs, ORs, XORs, etc.). At each lejgl < b) High Correlations: the input patterns are generated
j <logy(k)) we need to compute for each gate- (%) / 3 using the state lines of an up-down 8-bit counter.

. - : In order to do a fair comparison between the existing
correlation coefficients, which add up to a total &) i § - i A
calculations for the entire circuit. The running time for €Stimation techniques (including the ones which use

tree circuits is thus about 4-5 times than that of non-treed/oPal OBDDs) and our technique, we had to choose a

circuits with the same number of gates and circuit inputs.SmaII sized circuit such &§1m. We were interested to

This worst-case computation requirement is not present irdSS€S the impact of the correlation level on switching
non-tree circuits. In cI)Drder to reguce the runningptime weactivity estimation in different working hypotheses. In
found the following result to be useful: ' " these experiments, two cases were considered: the

L . : - seudorandom one in Scenario a and the limit case of non-
Proposition 6 05|t!0n .6'” S |sacorrelat|.on coeﬁ|C|enS(CZQr 9 Pandomness in Scenario b (when the input stream is
at levelj (given by a topological order from inputs {0 yotaly deterministic). The estimated values in both cases
outputs of the circuit), then it is related@. | (0 <1 <j)  ere compared against the exact values of switching
by a proportionality relationship —expressible as activity obtained by exhaustive simulation; all internal

02d nodes and primary outputs have been taken into
On+10 : iderati Fig.2

C,0(C_) wheren represents the average fan-in consideration. (Fig.2)

Value |n the CerulD s Scenario a: Incremental/Spatiotemporal corr./Conditional independence

Corollary 2. If |- o then the signals behave as

uncorrelatedl sof |

In other words, we do not have to compute the
coefficients which are beyond some levéh the circuit;
instead, we may assume them equal to 1 without
decreasing the level of accuracy. Algbge larger the
average fanin n of the circuit, the smaller the value f |
is worthwhile to note that the.in., more specifically, the
a.is, is essential for this conclusion. The approach basec
on spatiotemporal correlationsnly, does not provide

I N N
15 o 1)

Number of Nodes

I
S}

sufficient conditions for this conclusion. il
This is actually a very important heuristic to use in HHHHH
practice and its impact on running time is huge; limiting o ‘ == a ==y = L0
the number of calculations for each node in the boolean ° %% %% ©°% 0% eewr® ©07 ©08 009 ol

network to a fixed amount (which depends on the value
set as threshold fdj reduces the problem of coefficients
estimationfrom quadratic to linear complexity.

Scenario b: Incremental/Spatiotemporal corr./Conditional Independence
T T T T T
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B. Highly Correlated Signals

W
a
I

W
o
I

Accurate estimation of the switching activity is
particularly important in low-power design scenarios
when we are interested primarily ipoint-by-point
comparisons among different nodes in the boolean
network rather than the total power consumption in the
circuit; this need precludes the classical approaches
(which do not account for correlations) to have any
success in real applications and made us aware of thi WH

importance of high signal correlations. The degree in . HHHHHWHH‘HW e o o
which the signals are correlated is reflected in the actual ° 0.02 0.04 0.06 0.08 o1 0.2
values of correlation coefficients; for instance, given

Number of Nodes
[ N N
[ o a
i i i

e
o
I

4}

Absolute Error

Fig.2
TG = 1, TCith’kl = 4 andTC, = 256 , then we may In Scenario a, all approaches are quite accurate.
say that the pair(y), (z t) and (, v) are uncorrelated, However, we point out that considering spatiotemporal

Highly correlated signals may arise everywhere in the Nighest accuracylp0% of the nodes estimated with error
circuits, even starting at the primary inputs. 1€SS than0.1). However, in Scenario b, the level of
Consequently, we need a really good mechanism tocorrelation strongly impacts the quality of estimation.
control the error level throughout the circuit; to confirm SPecifically, it makes completely inaccurate the global
that our approach indeed keeps the error small, let u@pproach based on input independence (despite the fact
consider the benchmarf61m and the following two that internal dependencies due to reconvergent fan-out are
scenarios: accounted for); as expected, less tR2@f6 of the nodes

a) Low Correlations: the input patterns are generated byare estimated with precision higher thad On the other
a Linear Feedback Shift Register (LFSR) [13] which hand, even if temporal correlations are taken into account,
implements the primitive polynomia(x) = 1 0 x [ 2 but the inputs are assumed to be spatially uncorrelated,



only 80% of the nodes are estimated with error less thanpractice, not only for substantially reducing the running
0.1. Accounting for spatiotemporal correlations provides time, but also for keeping the same level of accuracy as
excellent results for highly correlated input9Q% of the the case when the threshold limit is set to infinity. In the
nodes estimated with precisi@nl), but the mean error following, we present a detailed analysis for the
in the hypothesis of conditional independence is anywaybenchmarkduke2 which exhibits a typical behavior; in
smaller 0% of the nodes are estimated with error less the first case the limit was set to infinity, in the second
than 0.05. This results clearly demonstrate that power one the limit was 4. To report error, we used standard
estimation is astrongly pattern dependent problem measures for accuracy: maximum error (MAX), mean
therefore accounting for dependencies (at the primaryerror (MEAN), root-mean square (RMS) and standard
inputs and internally, among the different signal lines) is deviation (STD); we excluded deliberately the relative
mandatory if accuracy is important; from this perspective, error from this picture, due to its misleading prognostic
accounting for spatiotemporal correlations in the for small values.

conditional independence hypothesis seems to be the be: TABLE 1: DUKE2 - SPEED-UP VSACCURACY

candidate to date.

LOW CORRELATIONS | HIGH CORRELATIONS
V. EXPERIMENTAL RESULTS Error  [NOLIMIT [LIMIT=4 NOLIMIT  LIMIT=4
MAX 0.0744 0.0710 0.0299 0.0299
All experiments were performed in the SIS environment] MEAN 0.0133 0.0161 0.0056 0.0055
on a Sun Sparc Il workstation with 64 Mbytes of | RMS 0.0223 0.0269 0.0085 0.0083
memory; the working procedure is shown below: STD 0.0182 0.0219 0.0065 0.0063
TIME 760.2 s 162.7 s T77.7s 168.8's
circuit description input vector As we can see, the quality of estimation is practically the
generation same in both cases whilst the running time was
! 2 < v significantly reduced in the second approach. It should be
pointed out, that this limitation works fine also for
logic simulation preprocessing partitioned circuits which is an essential feature in
tool unit hierarchical analysis. Running extensively our estimation
v v tool on circuits of various sizes and types (ISCAS
X benchmarks, adders, multipliers), we observed the
data compilation aaiE G following general tendency for speed-up:
unit engine
Speed-Up vs. Circuit Complexity
comparison T
unit
251
Fig.3

To generate highly correlated inputs, we used different s
strategies: modified LFSR generators, generating g
PseudoRandom (PR) vectors at the inputs of some circui
A and then cascading A with the target circuit B, using
the state bit lines of different types of counters, built-in
random functions in the C language. In short, we were sl §
mainly interested to obtain as many correlations as
possible among primary inputs. For large circuits, We o ios5 2000 3000 4000 5000 6000 7000 @000 060 10000

tried to keep time/space requirements of the simulation ai Gireuit Complexity (Number of Gates)
a reasonable level and used up %Biﬁput vectors during Fig.4
the actual logic simulation. We can see that, whilst the speed-up is aboutt3times

We performed two types of experiments: one to assesfor moderate size circuits, it may become 230 times
the impact of proposed heuristic for speeding up thefor large examples; we estimated the power consumption
computation and another one to validate our model basedor multipliers on 16 bits (2048 gates) and 32 bits (9124
on conditional independence. Switching activity values gates) and the running times weB20.11 sec.and
and power consumption were estimatedeath internal 1052.85 sec.respectively. Consequently, we claim an
node and primary output and compared with the onesaverage time ofl50 sec.necessary to process abdig
obtained by actual logic simulations. We found that gatesif the threshold limit is set to 4; the time valus
power estimation for the entire circuit is not a real sec.if the limitis 3.
measure to use in low-power design and power
optimization where the switching activity atch node B. Experiments to Validate the Conditional Independence
has to be accurately estimated with high degree ofHypothesis
confidence.

The experiments were performed on large ISCAS

A. Experiments Concerning Run Time Improvement examples using PR and highly correlated inputs (obtained

. . o . from counted sequences of len all results reported
The heuristic proposed in Corollary 2 is important in q 9%2 P



here, have been derived using the value 4 as the limit foand accurate estimation. Under general assumptions, the
coefficients calculations. To report the error, all conditional independence problem has been shown to be
estimations were verified against exhaustive simulationNP-complete; consequently, efficient heuristics have been
performed with SIS logic simulator. To calculate dynamic provided for probabilities and coefficients calculation. A
power consumption at any nogewe have used the well- comparative analysis with the existing techniques and
known formula:P = 0.5 VddZ/Tcycl  Cioad SWX) Where evaluations on benchmarks emphasize the effectiveness

Vg is the supply voltagele, e is the clock cycle period, and universality of our approach.
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C499 | 0.1566] 0.0421 0.076 0.0634 2283[03 10795
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It should be stressed that, not only the switching activities

at each internal node were completely different as the

level of inputs correlation changes, but also the values of

total power consumption. For example, f6854Q the

total power estimated under low correlated inputs was [9] R. Marculescu, D. Marculescu, and M. Pedram, ‘Switching Activity

16356.82 uW while this value for strongly correlated Analysis Considering Spatiotemporal Correlations’ Piroc. 1994

inputs wasl66.25 uW(there is a factor d8 between the Intl. Conference on Computer Aided Design

two). The same behavior has been observed for othe o B ] )

circuits. To conclude, input pattern dependence (in[lo] A Tr’10ma3|an, The Structure of Probability Theory with Applica-

particular highly correlated inputs) is an extremely  tions’, McGraw-Hill Book Co., 1969

important issue in power estimation, despite other claims;1) m. Garey, and D. Johnson, ‘Computers and Intractability’, New

which advocate independency and randomness on thi = you. Freeman, 1979

primary inputs (or worse, throughout the circuit). From

this perspective, power analysis needs analytical modelfl2] A. Papoulis, ‘Probability, Random Variables, and Stochastic Pro-

to overcome this difficulty. The model we proposed here,  cesses’, McGraw-Hill Co., 1984

based on conditional independence hypothesis whil o .

accounting for spatiotemporal correlations, is an eﬁicien'ﬁw] E H'f’arde(;" W'TH'h'V'.CA””‘?y'Jac\?IJ' zag’”' Blu"t";‘gge;t for VLSI:

and robust analytical solution to this problem. seudorandofn fechniques’, J. ¥illey & sons fnc.
[14] M. M. Rao, ‘Conditional Measures and Applications’, New York: M.

VI. CONCLUSIONS Dekker, 1993

We have proposed an efficient approach for power[15] R.Marculescu, D.Marculescu, and M.Pedram, ‘Switching Activity
estimation in large combinational blocks fed by input Estimation Baseq on Conditional Ir_ldep'endence’, Technical Report
streams which exhibit high levels of correlation. The ~ CENG 95-04, Univ. of Southern California, February 1995

work reported here addresses the relationship betweel

logic and probabilistic domains and gives a sufficient

condition for analyzing complex dependencies. From this

perspective, the new concepts ofconditional

independenceand isotropy of signals are used in a

uniform manner to fulfill practical requirements for fast
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