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Abstract|In this paper, we consider a board-
level routing problem which is applicable to FPGA-
based logic emulation systems such as the Realizer
system [3] and the Enterprise Emulation System [5]
manufactured by Quickturn Systems. For the case
where all nets are two-terminal nets, we present an
O(n2)-time optimal algorithm where n is the num-
ber of nets. Our algorithm guarantees 100% routing
completion if the number of inter-chip signal pins on
each FPGA chip in the logic emulation system is less
than or equal to the number of I/O pins on the chip.
Our algorithm is based on iteratively �nding Euler
circuits in graphs. We also prove that the routing
problem with multi-terminal nets is NP-complete.

1 Introduction
Introduced in the mid-1980's, FPGAs [1,2] combine

the programmability of programmable logic devices and
the scalable interconnection structure of traditional
gate arrays. This combination results in programmable
devices with much higher logic density. Compared with
traditional ASIC technologies, FPGAs have the advan-
tages of rapid customization, negligible non-recurring
engineering cost, and reprogrammability. Such advan-
tages have led to increasing interest in the FPGA tech-
nology for a wide variety of applications, such as logic
emulation and system prototyping.
Logic simulation is indispensable for the veri�cation

of digital system designs. However, due to the high
computational complexity of the problem, logic simu-
lation by software oftentimes cannot completely verify
the behavior of large digital systems. Recently several
logic emulation systems using multiple-FPGAs have
been developed [3-7]. These systems are capable of em-
ulating complex digital system designs several orders of
magnitude faster than software simulators. As a result,
FPGA-based logic emulators can verify large designs
that otherwise are not possible by software simulators.
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A logic emulator consists of a set of FPGAs (for im-
plementing the logics) and a set of FPICs (for intercon-
nections between the FPGAs). For logic emulation, we
�rst partition the design into parts each of which can
�t inside a single FPGA on the logic emulator. Typical
CAD tools (e.g. technology mapper, placer, router etc)
developed for FPGAs can then be used to complete the
internal design of each individual FPGA. Finally, we
need to perform board-level routing to connect signals
between the FPGA chips. The problem of partitioning
a large design into multiple FPGAs is currently an ac-
tive research area [8,9]. The design of CAD tools for
FPGAs is comparatively a more mature subject [1]. On
the other hand, very few results have been reported for
the board-level routing problem.
In this paper, we address the board-level routing

problem using a routing model which is applicable to
logic emulation systems such as the Realizer system [3]
and the Enterprise Emulation System [5] manufactured
by Quickturn Systems. In particular, we consider the
case where each FPIC is a small full crossbar and these
crossbars only connect to the FPGAs but not to each
other. The I/O pins of each FPGA are evenly divided
into proper subsets, using the same division on each
one. The pins of each crossbar chip are connected to
the same subset of pins from each FPGA chip. Thus
crossbar chip x is connected to subset x of each FPGA's
pins. As many crossbar chips are used as subsets, and
each crossbar chip has as many pins as the number of
pins in the subset times the number of FPGA chips.
(See Figure 1 for an illustration of the architecture.)
All existing routing algorithms [4,5] are based on greedy
heuristic and do not guarantee 100% routing comple-
tion even when such a solution exists.
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Figure 1: Interconnect architecture.

We present a surprisingly simple result for the case
where all nets are two-terminal nets and each I/O pin
subset size is even. (Note that the architectural require-
ment of even I/O pin subset size can be easily met. We
also note that most of the nets in a circuit design are
two-terminal nets.) We show that as long as the num-
ber of net pins inside each FPGA chip is less than or
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equal to the number of I/O pins on the chip, the routing
problem is always routable. Moreover, we also present
an e�cient polynomial time algorithm, based on itera-
tively �nding Euler circuits in graphs, to achieve 100%
routing completion when the above conditions are sat-
is�ed. Finally, we also prove that the routing problem
with multi-terminal nets is NP-complete.

2 The Board-Level Routing Problem
We will refer to the FPGAs on the logic emulator

simply as chips and refer to each I/O pin subset on a
FPGA simply as a pin subset. We assume that all the
chips are identical. Let m be the number of I/O pins
in each pin subset. Let K be the total number of pin
subsets in each chip. It follows that the total number
of I/O pins on each chip is mK. Let fn1; n2; :::; nlg
be the set of signal nets interconnecting the chips. Let
fT1; T2; :::; TKg be the set of pin subset types.
The board-level routing problem, which will be re-

ferred to as BLRP, is the problem of assigning the net
pins in each chip to the I/O pins on the chip such
that all pins belonging to the same net have to be as-
signed to I/O pins of the same type. Also, at most
one net pin can be assigned to each I/O pin. Figure 2
shows a routing solution to a problem with six nets
and three chips where m=2 and K=2. Equivalently,
BLRP can be viewed as the problem of assigning the
nets to the set of pin subset types satisfying the con-
dition that in any chip no more than m nets are as-
signed to the same pin subset type. Thus BLRP can
be formally decribed as follows: Determine a function
F : fn1; n2; : : : ; nlg ! fT1; T2; : : : ; TKg such that in
each chip there are no more than m nets get mapped
to Ti for all i. Clearly, F (nj) = Tk means that we as-
sign all pins of net nj to I/O pins of type Tk. A routing
problem is feasible if such function F exists.
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Figure 2: A routing solution.

All existing algorithms [4,5] for BLRP are based on
greedy heuristic. We now give an example to show that
greedy heuristic may not �nd a routing solution even
when one exists. Consider the following heuristic: the
nets are arranged and then processed according to some
order; when a net is processed, it is assigned to the �rst
type of pins that is still available at all the chips sharing
the net.
For the instance in Figure 2 we may process the nets

in the order n1, n2, n3, n4, n5, n6. First, n1 and n2
are assigned to pin subset type A. Then n3 cannot
be assigned to pin subset type A as no type A pin is
available on chip 1, and it is assigned to pin subset type
B. Similarly n4 is assigned to pin subset type B. But
when n5 and n6 are processed, they cannot be assigned
to pin subset type A as all type A pins in chip 3 are
used, and cannot be assigned to pin subset type B as

all type B pins in chip 2 are used. So the heuristic
only routed two-third of the nets. On the other hand,
Figure 2 already shows a feasible solution which routed
all nets by assigning net ni to pin subset type A if i is
odd, and to pin subset type B if i is even.

3 Algorithm
In this section, we assume that all nets are two-

terminal nets. We also assume m, the pin subset size,
is even. For a routing problem to be feasible, clearly
a necessary condition is that the number of net pins
inside each chip is less than or equal to the number
of I/O pins on the chip. (In this case, we say that
the routing problem satis�es the I/O pin capacity con-
straint.) Surprisingly, we can prove that the above con-
dition is also su�cient. Moreover, we designed an ef-
�cient polynomial-time algorithm to successfully route
all nets if the I/O pin capacity constraint is satis�ed.
Given an assignment of nets to the pin subset types.

We de�ne the degree of imbalance �(v) at a chip v
to be the minimum number of nets that need to be
re-assigned so that no more than m nets in v are
assigned to the same pin subset type, i.e., �(v) =P

Ti(v)>m
(Ti(v) � m), where Ti(v) denotes the num-

ber of nets in chip v that are assigned to pin subset
type Ti. When the degree of imbalance at every chip is
0, we have a feasible solution. Our strategy is to reduce
the degree of imbalance at each chip iteratively until it
becomes 0 without increasing the degree of imbalance
at other chips.
Suppose we have an assignment of nets to pin subsets

for which some chip v0 has a pin subset Ti assigned
more than m nets, i.e., Ti(v0) > m. Then chip v0 must
also have a pin subset Tj assigned less than m pins, i.e.,
Tj(v0) < m. We show how to balance the number of
nets assigned to pin subset types Ti and Tj to reduce
the degree of imbalance at chip v0.
Consider those nets assigned to pin subset types Ti

and Tj . We form a graph Gij as follows. We represent
each chip as a distinct vertex. And for each net assiged
to pin subset types Ti or Tj, we represent it by a distinct
edge that connect the two vertices corresponding to the
chips sharing the nets. So Gij is a multigraph and the
number of edges between any two vertices is equal to
the number of nets shared by the two corresponding
chips that are assigned to pin subset types Ti or Tj . Let
Hij be the connected component of Gij that contains
vertex v0 (the vertex corresponding to chip v0). The
idea is to traverse all the edges of Hij once and label
the edges alternately with i and j. If an edge is labeled
i (j), we re-assign the corresponding net to pin subset
type Ti (Tj). In the following, we prove two useful
lemmas before presenting our algorithm. When we say
\a chip in Hij" and \a net in Hij", we mean a chip
that has a corresponding vertex in Hij and a net that
has a corresponding edge in Hij respectively.

Lemma 1 We can label the edges of Hij = (V;E) with
i and j such that

(i) ji(v) � j(v)j= 0 for all v 2 V , if jEj is even and all
vertices have even degree;



(ii) ji(v) � j(v)j� 1 for all v 2 V , if some vertex has
odd degree;

(iii) for an arbitrary vertex u 2 V , ji(u)� j(u)j= 2,
and ji(v) � j(v)j= 0 for all v 2 V � fug, if jEj is
odd and all vertices have even degree

where i(v) and j(v) denote the number of edges on ver-
tex v labeled i and the number of edges on vertex v
labeled j, respectively.

Proof: First we prove (i) and (iii). If all vertices
have even degree, then Hij has an Euler circuit. We
can traverse an Euler circuit starting and ending at an
arbitrary vertex u and label the edges alternately with
i and j along the way. It is clear that ji(v) � j(v)j=
0 for all v 2 V � fug. And if jEj is even, the �rst
and the last traversed edges will get di�erent labels, so
ji(u)� j(u)j= 0. This proves (i). On the other hand, if
jEj is odd, the �rst and the last traversed edges will get
the same label, so ji(u)� j(u)j= 2. This proves (iii).
Now we prove (ii). If some vertex in Hij has odd de-

gree, the number of odd-degree vertices must be even
(since

P
v2V degree(v) = 2jEj). So we can add a new

vertex w and join every odd-degree vertex in Hij to w
by an edge to get a graph H0

ij = (V 0; E0) whose vertices
are all of even degree. We consider two cases.
Case 1: jEj is even. Then jE0j is also even. So case(i)
applies to H0

ij and we can label the edges of H0

ij so

that ji(v) � j(v)j= 0 for all v 2 V 0. Removing all the
edges on w, we obtain an edge-labeling forHij such that
ji(v) � j(v)j= 0 for all even-degree vertex v in Hij, and
ji(v) � j(v)j= 1 for all odd-degree vertex v in Hij.
Case 2: jEj is odd. Then jE0j is also odd. So case(iii)
applies to H0

ij and we can label the edges of H0

ij so

that ji(w) � j(w)j= 2 (pick w as the arbitrary vertex)
and ji(v) � j(v)j= 0 for all v 2 V 0 � fwg. Removing
all the edges on w, we obtain an edge-labeling for Hij

such that ji(v) � j(v)j= 0 for all even-degree vertex v
in Hij, and ji(v) � j(v)j= 1 for all odd-degree vertex v
in Hij.
In both cases, ji(v) � j(v)j� 1 for all vertex v 2 V . 2

Lemma 2 We can balance the number of nets assigned
to pin subset types Ti and Tj so that for any chip v in
Hij = (V;E),

(i) Ti(v) � m and Tj(v) � m when Ti(v)+Tj(v) � 2m;

(ii) Ti(v) � m and Tj(v) � m when Ti(v)+Tj (v) � 2m

if m is even.

Proof: If jEj is even or there exists an odd-degree
vertex in Hij, we can label all the edges of Hij with
i and j such that ji(v) � j(v)j � 1 by Lemma 1(i)(ii).
Assigning all the nets in Hij that have a corresponding
edge labeled i (j) to pin subset type Ti (Tj), the result
follows.
Now, consider the case jEj is odd and all vertices

in Hij have even degree. Then there exists a vertex
w such that degree(w) � 2m � 2 or degree(w) �

2m + 2. Otherwise, all vertices must be of degree
2m (since all vertices have even degree); this implies
2jEj =

P
v2V degree(v) = 2mjV j, i.e., jEj = mjV j,

which is impossible as m is even but jEj is odd. So if we
pick w with degree(w) � 2m�2 or degree(w) � 2m+2
as the arbitrary vertex in Lemma 1(iii), and assign all
the nets in Hij that have a corresponding edge labeled
i (j) to pin subset type Ti (Tj), the result follows. 2

Theorem 1 For any BLRP, there exists a feasible so-
lution using d�=me pin subset types if m is even, where
� denotes the maximum number of nets in a chip.

Proof: Assum m is even. We show how to change
an arbitrary assignment of nets to pin subsets that uses
d�=me pin subset types, so that each chip satis�es the
condition that no more than m nets in it are assigned
to the same pin subset.
Suppose we have an assignment of nets to pin subsets

that uses d�=me pin subset types for which some chip
v0 does not satisfy the condition, i.e., Ti(v0) > m for
some pin subset Ti. Then we must have Tj(v0) < m
for some other pin subset Tj among the d�=me types
used.
Consider those nets assigned to pin subset types Ti

and Tj . We form a graph Gij as follows. We represent
each chip as a distinct vertex. And for each net assigned
to pin subset types Ti or Tj, we represent it by a distinct
edge that connect the two vertices corresponding to the
chips that share the net. Let Hij be the connected
component of Gij that contains vertex v0 (the vertex
corresponding to chip v0). By Lemma 2, we can re-
assign the nets in Hij so that for any chip in Hij the
number of nets assigned to pin subset type Ti and the
number of nets assigned to pin subset type Tj are both
no more than m or both no less than m.
We can repeat this balancing process until no more

than m nets in chip v0 are assigned to the same pin
subset type. (This happens in at most ��m iterations.
Since �(v0) =

P
Ti(v0)>m

(Ti(v0) � m) decreases each

time and this happens when �(v0) is zero.)
Now, if all chips satisfy the condition, we are done.

Else we can repeat the same argument for a chip not
satisfying the condition. Notice that nets in chip v0
may then be re-assigned but v0 will continue to satisfy
the condition by Lemma 2(i). So repeating in this way,
we will obtain an assignment which uses d�=me pin
subset types and in every chip there are no more than
m nets assigned to the same pin subset type. 2

Corollary 1 Any BLRP with even subset size m is
feasible.

Now, we present the algorithm for solving the two-
terminal net BLRP when the pin subset size m is even.

ALGORITHM 1

1 Assign all the nets to pin subset type T1.
So for any chip v, T1(v) := number of nets in v; and
Ti(v) := 0 for i = 2; 3; : : : ; d�=me where � is the maximum
number of nets in a chip.



2 Balance the number of nets assigned to each pin subset type.
For each chip v do

while there exists pin subset types Ti and Tj

s.t. Ti(v) > m and Tj(v) < m do

Represent each chip as a vertex, and
represent each net assigned to pin subset
types Ti or Tj as a distinct edge
joining the vertices corresponding to the chips
that share the net to obtain a multigraph;

Let Hij be the connected component containing v;
if Hij has some odd-degree vertex then

add a new vertex w to Hij and join every
odd-degree vertex in Hij to w by an edge;

u := w

else if Hij has an odd number of edges then
u := a vertex in Hij whose degree is not 2m

else u := v;
Find an Euler circuit in Hij;
Traverse the Euler circuit starting at vertex u and
label the edges alternately with i and j along the way;

Re-assign each net that has a corresponding edge in Hij

to pin subset type Ti if the edge is labeled i,
and to Tj otherwise;

Discard w (if it has been added) and all edges on it.

Figure 4(a) shows an instance of the BLRP. We show
how our algorithm works on it. In this example, m, the
pin subset size is 2; and �, the maximum number of
nets in a chip is 6. So d�=me = 3. A solution is feasible
if each chip satis�es the condition that no more than
two nets in it are assigned to the same pin subset.
First, we assign all nets to pin subset type A as shown

in Figure 4(b). We process the chips in the order v1,
v2, v3, v4. Chip v1 already satis�es the required con-
dition. But A(v2) > 2 > B(v2), so we form and la-
bel graph H2

AB as shown in Figure 4(c). Then we
re-assign the corresponding nets as in shown in Fig-
ure 4(d). After that, both chips v1 and v2 satisfy the
required condition. For chip v3, A(v3) > 2 > C(v3), so
we form and label graph H3

AC as shown in Figure 4(e).
And re-assign the corresponding nets as shown in Fig-
ure 4(f). Chip v3 requires further processing since now
B(v3) > 2 > A(v3). So we formand label graphH3

BA as
shown in Figure 4(g), and re-assign the corresponding
nets as shown in Figure 4(h). Now, chip v3 also satis�es
the required condition that no more than two nets in
it are assigned to the same pin subset (note that this
property is preserved at chips v1 and v2). Since chip v4
already satis�es the condition, we are done.

Theorem 2 ALGORITHM 1 �nds a feasible solution
for any two-terminal net BLRP with even subset size
m in O(n2)-time where n is the total number of nets.

Proof: In each iteration, we can construct graph Hij

and �nd an Euler circuit in it in O(n)-time. And at
most 2n iterations are required because the sum of the
degrees of imbalance at all chips is no more than 2n at
the beginning. Hence the result. 2

Now, we consider the BLRP with odd pin subset size
m. Note that we used only d�=me(� K) types of pins
in our algorithm. So some types of pins may not be
used at all. If m is odd, we may limit ourselves to use

at most m � 1 pins of each pin subset type in every
chip and use our algorithm to �nd a routing that uses
d�=(m� 1)e types of pins. So when m is odd, we can
still apply our algorithm in this way to �nd an optimal
solution if d�=(m� 1)e � K.

Theorem 3 For any two-terminal net BLRP with odd
subset size m such that d�=(m� 1)e � K, we can mod-
ify ALGORITHM 1 to �nd a feasible solution.

We do not apply our algorithm directly when m is
odd because in step 2, if Hij has an odd number of
edges, it is possible that all vertices in Hij have degree
2m when m is odd. Moreover, not all instances of the
BLRP with odd pin subset size m have a feasible solu-
tion. It is obvious that the simple instance in Figure 3
with m equals to 1 has no feasible solution.

A B A B

n2n2 n3

A B

n3 n1n1

Figure 3: An instance of BLRP with odd subset size m

4 NP-completeness
In this section, we prove that the board-level rout-

ing problem with multi-terminal nets is NP-complete
[11,12]. First, we use polynomial-time reduction from
the Graph K-Colorability problem [11], a known NP-
complete problem described below, to prove that the
BLRP with pin subset size of 1 is NP-complete. Then,
we show that the BLRP with pin subset size of 1 is
polynomial-time reducible to the BLRP with pin sub-
set size of m for any m � 1. Hence, for any m � 1, the
BLRP with pin subset size of m is NP-complete.
The Graph K-Colorability problem is as follows.

Given a graph G = (V;E) and a positive integer
K � jV j, determine whether there is an assignment of
colors to the vertices such that each vertex is assigned
one color, and no two adjacent vertices have the same
color, and the total number of color used is no more
than K. Such an assignment is called a K-coloring.

Theorem 4 The BLRP with pin subset size of 1 is
NP-complete.

Proof: It is clear that the BLRP with pin subset size
of 1 belongs to NP.
To show that Graph K-colorability is polynomial-

time reducible to the BLRP with pin subset size of
1. Given an instance G = (V;E) of the Graph K-
colorability problem, we construct an instance of the
BLRP with pin subset size of 1 as follows. For each
edge (u; v) in G, we form a K-pin chip that contains
only two nets, nu and nv. There are K size-1 pin sub-
sets per chip. It is easy to see that the graph G has a
K-coloring if and only if the constructed routing prob-
lem has a feasible solution. 2

Theorem 5 The BLRP with pin subset size of m is
NP-complete for any m � 1.
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size 1. (b),(c) Construction of two kinds of chips of the
corresponding problem with subset size 2.

Proof: We use R(i) to denote the BLRP with pin
subset size of i. Suppose we have a �xed m � 1.
It is clear that R(m) belongs to NP.
To show that R(1) is polynomial-time reducible to

R(m). Given an instance I(1) of R(1), we construct an
instance I(m) of R(m) as follows.
Suppose that every chip in I(1) has K pin subsets,

S1 to SK . All chips we form in I(m) also have K pin
subsets, T1 to TK , and of course each has a size of m.
For each chip X in I(1), we form a chip Y in I(m)

so that if net ni belongs to chip X, then nets ni1, ni2,
: : : ; nim belong to chip Y . So the number of nets in
chip Y is m times that in chip X. See Figure 5(a)(b).
And for each net ni that appears in I(1), we form

m chips, Zi1, Zi2, : : : ; Zim. Chip Zij (j = 1; : : : ;m)
contains nets zi1, zi2, : : : ; zi(mK�1), and nij. See Fig-
ure 5(a)(c). Hence chips Zi1, Zi2, : : : ; Zim all contain
the maximum possible number of nets. Thus we are
forcing ni1, ni2, : : : ; nim to be assigned to the same pin
subset type in any feasible solution.
It can be shown that I(1) has a feasible solution if

and only if I(m) has a feasible solution [13]. 2
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