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Abstract tics of the problem allow the sizing problem to be solved by

We propose topology design of power distribution nets oOptimization techniques. While the significant influence that
using a novel method for capturing the temporal characteristics the topology has on the final layout area was recognized,
of sink currents - the current compatibility graph. This graph good topology design remained open.
carries information necessary for net area optimization. We Topology optimization was proposed in [12]. This
propose a new algorithm for simultaneous topology design and  gpproach was specifically meant for standard cell layouts.
wire sizing that can handle large designs. Our techniques result - Enhancement buses of minimum area were added to pre-
in significant area improvements on benchmark instances. existing power buses so that performance constraints were
. Introduction * met. However, high performance systems are usually full

The power and ground nets of an electronic system su ustom, so that unrestricted topologies can be better than

ply reference voltages to the circuit elements. The resistanédghly constrained topologies in terms of area. Nevertheless,
of the interconnect causes voltage drops between the pad 4R WOrk clearly demonstrated that topology design was an
the sinks. These voltage drops are undesirable as they redffiportant degree of freedom. o

in speed degradation due to smaller current drive. They alsg  Simultaneous sizing and topology optimization is con-
introduce timing noise which may invalidate timing verifica- S/dered in [15]. The entire problem is solved using simulated

tion. Besides, the interconnect metal can carry a prescribédinealing. However, all the topologies in the search space
maximum current density if the reliability of the system is@'€ Sub-sets of a “general grid”. This is restrictive and misses
not to be compromised. The power distribution synthesi& large class of optimum solutions. For instance, star routing
therefore affects the reliability of the system. As the powef® Pins in the same channel is not allowed by the formula-
supply net connects a large number of sinks, its area is a si‘??”- This is a shortcoming due to the use of a simulator in
nificant fraction of the total available layout area. With techi€ optimization loop. In order to keep the simulation tracta-
nologies scaling down, interconnect resistance increased® Parallel wires in the same channel are not allowed, los-
total current drawn increases and noise margins are reducd@d optimality. Besides, the time required is tens of hours for
resulting in reduced signal-to-noise ratios [14] and making'Stances with tens of sinks. While the power supply routing
power distribution synthesis more critical. Besides, portabl@oblem is usually solved only once during a chip design,
applications have motivated low power design. The primarOWer supply routing using this approach for LSI designs
means of achieving low power is by scaling down the suppl ith tens Qf thousands of sinks is rqled_out. The approach is
voltage, which further reduces the noise margin and googl€ant mainly for analog power distribution where noise cou-
power distribution is essential for correct system operatiorP/ing is critical and the problem scale is small. The small
The size of the problem also gets larger as the number 8f&l€ Of the problem (tens of modules) allows simulated

sinks increases. The problem has therefore received cons@-‘”ealing to be used for optimization; this does not exploit
erable attention. the special structure of the problem and is therefore compu-

The first generation power distribution synthesis toold@tionally expensive. The philosophy of using a simulator in

concentrated on single layer routing of the power and grourfd 9eneral optimization loop is inherently computationally
nets [13], [16]. The emphasis was on connectivity and ele@*Pensive. Optimization techniques that exploit problem
trical effects were not considered. Subsequent resear§fuctureé can return much better solutions.

focussed on changing wire widths ofigen topologyto sat- In [8], a topology optimization procedure was proposed
isfy electromigration and voltage drop constraints whilgthat starts with a sized power distribution mesh and returns a

minimizing area requirements [3], [6], [10]. The characteris-Sizeq power distribution tree which satisfies the same elec-
tromigration and voltage drop constraints, while using con-

siderably less area. This was extended in [7] to show that
area-minimal topologies are trees. A characterization of
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computation. Usually, however, all sinks do not require theigraph captures the information essential for computing better
respective peak currents at the same time instant. Fbounds on wire width so that routing area can be saved. Note
instance, in domino logic a stage does not evaluate till itthat it is possible to get such a graph from structural analysis
predecessor is done evaluating. This disjoint temporal naturather than explicit simulation. For instance, the levels of a
of sink current requirements can be used to optimize thBoolean network could give the times at which gates switch
power supply route. Proponents of self-timed systems citduring a clock period. In this case, there is an edge between
this as a major incentive[5]. However, no previous powetwo sinks if the corresponding gates are at different levels.
distribution tool takes advantage of this. We introduce th&his is, of course, only an existence proof. More sophisti-
notion of a current compatibility graph in Section Il to cap-cated methods for doing this are possible. A high level syn-
ture the temporal sink current information necessary for arethesis system, following scheduling and allocation, may give
optimization. This graph enables the quick evaluation ofis information about disjoint temporal usage of functional
tighter worst case scenarios so that optimizing routeanits.
become possible. Figure 1 shows that such temporal information can be
The use of the current compatibility graph affects theaused for net area optimization. The star route, which is opti-
structure of optimal solutions. For instance, the merging of
two sub-trees which never draw current at the same time

—t
would be preferred. Section Il explores the relationship 00
between performance driven interconnect design, clock rout-
ing and power distribution design to enable the reuse of intu-

ition gained on the other problems. For instance, the need for
bounding sink voltage differences is analogous to bounding _ L
the skew during clock routing. However, we will see that tra- () starroute (i) optimum route

. . . Figure 1. The star route can be arbitrarily bad. i) the star route uses O(n)
ditional clock or signal net routers are inadequate for power yjrelength. i) the optimum route uses O(1) wirelength as no two sinks
net routing, motivating our greedy heuristic. Our heuristic draw current at the same time.
designs the topology and sizes the wires simultaneously.

Section IV reports our results and Section V concludeshum if no temporal information is available, uses 1.5n wire

with a recap of the major contributions and directions fotength while the optimum route uses only 2 units of wire

future work. length. It is assumed that all sinks require currents at disjoint
_ intervals of time.
[I. Problem Formulation Thus we state the problem as

We wish to design minimal area, sized power supphGiven P = {p, p,...., i} @ set of sinks on the Manhattan
nets given only the positions of the sinks, currents drawn gllane, the interconnect resistance per unit lengghtife
sinks, temporal sink current information and technologymaximum allowed vertical voltage drop, ¥y the maxi-
information. The temporal sink current information is in themum horizontal voltage dropW,ax the peak sink currents
form of a current compatibility graph. This is explained{l;}, the current compatibility graph G (the novel feature of
below. our formulation) and the maximum allowed current density

Electromigration in power supply routes is avoided by,
limiting the maximum current density [14]. We therefore o
need to estimate the maximum current density in each M|n|m|ze_gB wel;
branch of the route over all input patterns of interest. This is !
inherently a simulation problem. As there is also a limit orwhere B is the set of branches, and | are the width and
the current a pad can carry, estimation of the minimum numength of branch j. The cost function is therefore the net area.
ber of supply pads also requires such information and tech- The electromigration constraints are
nigues for finding the maximum current drawn by a chip
have been proposed in [2], [11], [18]. Thus, given a power I ;
supol oy : : : (w; 2 ) Oj (1)

pply route, it is possible to estimate the maximum current J
drawn by any branch. These techniques solveatfadysis This means that the width of a branch should be large

problem. However, we are addressingdhsignissue. If we h to K h timated . t densit
are simultaneously designing the route and the wire Size\%?t%lijr?limi(t)s eep the estimated maximum current density

optimization of routes using time-domain sink current char- . .

acteristics requires a new concept - the current compatibility The vertical voltage drop constraints are

graph. 0 I )
We say that two sinks i and j azarrent-compatiblef gp limaxRog, < V\/ma@ i (2)

and only if i and j never draw current at the same time. This Her, J

information can be obtained either by simulation or by strucwhere the constraints are for all leaf nodes (sinksls the

tural analysis of the circuit netlist. Tlsarrent compatibility  unique path from the root to th8 sink, Ry is the resistance

graph G(V,E) is given by the set of sinks V and the set ofper unit length andgay s the current in the sub-tree down-
current-compatible sink pairs E. The current compatibilitystream of the branch j.

max



The horizontal voltage drop constraints are current compatibility graph is shown on the right - sinks A
and B do not draw currents at the same time. Star routing,
(IVi = V|| < Vimay 0G4) (3) minimum Steiner routing and bounded-radius bounded-cost
trees are all sub-optimum. The added dimension calls for

: Lo Igorithms that the critical temporal information.
The horizontal voltage drop constraints impose the need 2° s that see the critical temporal informatio

for bounding the difference between reference voltages seen A
by communicating circuit elements. For CMOS, they are Ao 0B Poc A B
implied by the vertical voltage drop constraints [3], as the °oC B f[é :c
minimum non-zero current drawn by a sub-tree is very pad G(V.E) pa
small. However, this may not be the case for custom ECL (i) Problem instance (ii) Star routing
circuits which essentially draw large, constant currents. A B A B

The decision version of the problem is NP-complete by I
restriction to the minimum Steiner tree problem. Without pa c pa c
electromigration and voltage drop constraints, the problem is (iii) Minimum Steiner/ BRBC routing  (iv) Optimum
one of finding a Steiner tree of minimum cost. This means Figure 2. New dimension added by temporal information

that efficient exact solution in polynomial time is unlikely.
This leads to the quest for good polynomial time approxima-  Our problem appears to be related to the performance-

tion algorithms. driven interconnect design problem and to the clock routing
o problem - problems which have seen considerable research.
[ll. A Heuristic Greedy methods have been effective for performance driven

In this section, we show that power net routing can bénterconnect design [1], [4], [9]. It is therefore natural to
formulated as signal routing with delay and skew boundssxpect a greedy algorithm to do well for power supply net
with an added dimension - temporal information. Convenrouting too. We propose to build the power net in a bottom
tional signal routers are inadequate for power net routing ag fashion, simultaneously designing the topology and siz-
they do not design topologies and size them simultaneouslyng the wires. The basic “move” in a greedy algorithm for
We therefore propose a new algorithm for simultaneousur problem consists of a merge of sub-trees. We discuss

topology design and wire sizing. what a greedy merge should do.
The expression for the voltage drop at sink i is the LHS
of inequality (2). It is isomorphic to the expression for calcu- T
lating the Elmore delay in the performance-driven intercon- =
nect design problem [4]. The expression for the delay to the | 1
jth sink with resistance per unit lengtf, Ririver resistance 11 Z
Ry, capacitance per unit lengtly @&nd load capacitanceg;C d
is given by pad- Za——> T2
Di - gp CkRo\:Tk + RdCOL(T) + Rdg CLi Figure 3. Merging sub-trees &nd T, to get a new sub-tree T
k : k 1

Consider two sub-trees, Bnd T, rooted at positionsZ

where G is the downstream capacitance seen by branch &d % on the Manhattan plane. Let the maximum voltage
(this is the sum of sub-tree load capacitances and sub-tr8E°PS from the sub-tree roots to any of the sinks eand

interconnect capacitance)and vy, are the length and width Vw2 réspectively. Let their sub-tree currents parid b We
of branch k. need to decide a merge point as the position of the root. This

The expressions for voltage drop and sink delay are isd® chosen to be the point on the bounding box of the two sub-
morphic if G=0 and R=0 in the sink delay equation. The tree roots that is closest to the pad. The widths of the seg-
delay in performance-driven interconnect design correMeNnts W and w are determined next. This is done using the
sponds to the voltage drop in our problem and the siniiré sizing technlqu_es of [10] for homogeneous vertical
capacitances correspond to the sink currents. Wire sizing/tage drop constraints. _
behavior is the same too - wire widening decreases the inter- V& have the electromigration constraints
connect resistance in both cases. The horizontal constraints |
are exactly the same as bounded skew constraints in clock (w; = 3
routing. There are differences however - the load capaci-
tances are constant while the load currents are time-varying.
Besides, the temporal information adds a dimension that is
not present in signal routing. The sub-tree current is a func- L
tion of the entire set of sinks it contains. (Vinax2 Vi + IiROW) =12

Figure 2 shows that this new dimension renders conven- :
tional methods ineffective. The problem instance is shown in  If the minimum widths given by the electromigration
(2i). The sink and pad positions are shown on the left and tH@nstraints are insufficient for satisfying the voltage drop

)i =12

max

The voltage drop constraints are



constraints, we size up the entire sub-tree by a factdhis The time complexity of the algorithm is C?][nas we
decreases the sub-tree voltage drop by a factar bfit  have n merges and each merge decision takes at m@$t O(n
increases the sub-tree area 9o that there is an optimum  time. Each sub-tree is represented by its area, its maximum
for minimum area increase, while satisfying constraint/oltage drop to any sink and its current, so that a merge of
[10].The optimuma and w can be computed in O(1) time sub-trees involves computing these quantities for the new
for any pair of sub-trees. The new largest voltage drop to arsub-tree. This can be done in O(1) time.
sink can also be found in O(1) time.

The new sub-tree current is the largest current that thy. Results
sub-tree current can possibly draw. Such a bound can be We implemented our algorithm in C on a DEC 5000
found using the current compatibility graph induced by thevorkstation. We compare our algorithm with the previous
vertex sub-set consisting of sinks from the sub-tree. Let thepproaches of wire sizing of star routes. This represents the
edge weighted current compatibility graph be the currentonventional solution to the problem [7]. We check how use-
compatibility graph with the weights being the smaller of theul time domain current information as represented by the
two sink currents for that edge. Then a sub-tree curremurrent compatibility graph is in our experiments.
bound can be inferred using a maximal matching on the edge There are no benchmarks for power supply routing. We
weighted current compatibility graph. We illustrate this withtherefore introduce our own benchmarks, based on the
an example. widely available clock routing benchmarks from [17]. We

Consider the current compatibility graph shown in Fig-derive 8 benchmarks from the benchmarks R1 and R2. A
ure 4. There are four sinks drawing currents of 3, 1, 4 and§pical high performance design has tens of thousands of
units in a sub-tree. The weight of an edge in the graph is thgates and close to a hundred power supply pads. The number
gain that result by using the edge. Using conventional mettof sinks per pad is therefore a few hundred. We therefore
ods, the bound that would be obtained for the sub-tree cuchoose each of R1 and R2 to have four supply pads at the
rent is 16 (the sum of sink currents). Using a maximafour corners of the die. The assignments of pins to pads is
matching, however, we get 11 as the bound on the maximudone by a closest point heuristic, i.e., a pin is assigned to its
sub-tree current. Each edge contributes a gain equal to itosest pad. The total current is chosen to be 1A. The distri-
weight. The maximal matching gives us a better bound.  bution of sink currents Is chosen to be proportional to the

corresponding load capacitancgs.dhe die size for R1 and

3 4 1 1 R2 are chosen to be 7.5mmX7.5mm and 1cmXlcm respec-
o——o tively. The number of sinks in each of our eight benchmarks
% 4 is shown in Table 1. The suffix of each name indicates which
LT °g o——o corner the pad is at. E.g., R1.LL represents the benchmark
0 (ii) obtained from R1 with sinks closest to the lower left corner.

. . . Table 1: Benchmark sizes
Figure 4. Using matching to compute sub-tree currents.

i) The edge weighted current compatibility graph Number of Sum of sink
ii) The maximum matching Name sinks currents (A)
Our heuristic chooses the sub-trees to merge, using a R1.LL 72 0.274
minimum area increase criterion as described above. In other
words, we find the cost increase for the merge of each pair of RLLR 76 0282
current sub-trees and choose the merge that gives the small- R1.UL 87 0.325
est area increase. The algorithm is outlined below.
Algorithm GREEDY RLUR 32 0.119
Input: Sink positions {g, voltage drop & electromigration constraintg, R2.LL 116 0.193
technology
Output: Sized topology of minimal area R2.LR 160 0.277
begin R2.UL 142 0.237
initialize list of sub-trees to the set of sinks
repeat( R2.UR 180 0.294
}n_Tt'mqrzgm—COS‘—merge() In our experiments we compare sized star routes with

our algorithm. The results are shown in Table 2 and 3. The
end . . L -
resistance per unit grid is Inand the maximum current
through a minimum width wire is 1mA. The vertical voltage

’L‘L”ém“m—cc’“—mergeo drop constraint is 0.2 V. All lengths are in terms of géid
find min{cost of sub-tree merges for all pairs of sub-trees} units(0.1um). Areas are in units of ?@square grids (Om
merge the sub-trees X 3um). We compare the areas obtained by the greedy algo-
end

rithm for three different kinds of compatibility graphs - one
with no edges, second with a complete graph and third with a




graph with O(n) edges. The compatibility graph with noof the registers is written into at any given time and we have
edges corresponds to the conventional methods. The co®{r?) edges. During a DRAM refresh, a row is refreshed at a
plete graph corresponds to a low parallelism situation antime. This means that different rows draw current at different
gives us a bound on the savings possible. The current aftémes, giving O(ﬁ) edges again.

the merge of sub-trees is now the largest sub-tree current.

The graph with O(n) edges has much weaker time-domai. Conclusions

information. We get these results by setting the current after We have seen that the current compatibility graph is a
the merge of two sink nodes to be the larger of the sink cutseful model for capturing time-domain current information
rents. The current compatibility graph therefore has at mos$t power net area optimization. We have seen that our algo-
n/2 edges. The area in the complete graph case is typicalyhm is a viable approach for simultaneous topology design

Table 2: Utility of temporal information and wire sizing. Our formulation does not sacrifice feasible
regions of the design space. Extensions for use in standard
Empty | Complete|  Graph with O(n) Star cell and channel-based layout styles are straightforward -
Bench | edgeset| graph edges route merges are defined over the routing graph.
mark Future work will include characterization of optimum
Area Area Area # edges Area solutions, better methods for representing temporal informa-
tion and approximation algorithms with performance guar-
R1.LL | 4.280 0.743 3.128 27 5.772
antees.
R1.LR | 3.784 0.695 2.832 27 5.716
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