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Abstract

We propose a new problem formulation for low power clock
network design that takes rise time constraints imposed by the
design into account. We evaluate the utility of inserting buffers
into the clock route for satisfying rise time constraints and for
minimizing the area of the clock net. In particular, we show that
the classical H-tree is sub-optimal in terms of both area and
power dissipation when buffers may be inserted into the tree.
We show that the power minimization problem is NP-hard and
propose a greedy heuristic for power-optimal clock network
design that utilizes the opportunities provided by buffer inser-
tion. Our algorithm inserts buffers and designs the topology

simultaneously. The results we obtain on benchmarks are sig-

nificantly better than previous approaches in terms of power
dissipation, wire length, rise times and buffer area. Power dissi-
pation is typically reduced by a factor of two, rise times are four
times better and buffer area requirements are an order of mag-
nitude smaller.

I. Introduction

tions were not considered. While [25] does try to minimize
the clock power dissipation, it is meant solely for MCMs. A
bounded skew clock tree is synthesized and power reduction
is achieved by reducing the wire length; this is not power
optimal as the power dissipated by the buffers is not consid-
ered. Buffered clock tree synthesis was considered in [6].
However, buffers were inserted as a post-processing step
after topology design and the power was not optimized. We
take a look at each of these inadequacies.

Low power design has gained importance due to the
increasing popularity of portable applications, reliability
concerns associated with high operating temperatures (most
failure mechanisms are accelerated at high temperatures [1])
and the costs of system cooling. The power consumed by a
synchronous system is mainly due to the clock circuitry, the
core functional logic and the output drivers. The clock power
is typically one third of the total power dissipation in CMOS
VLSI systems [20]. We address clock circuitry power dissi-
pation in this paper. We provide a problem formulation for

Clock routing is an important problem in the layout desigriow power clock network design that is general enough to
of synchronous digital systems as it significantly influencegnclude many technologies like CMOS VLSI and bipolar
the area, speed and power dissipation of the synthesized SEEL. We prove that the problem is NP-hard. However, a
tem. The design of the clock distribution network in a synsimple greedy heuristic returns reasonable solutions. The
chronous digital system determines the clock skew, thusower consumed by our clock circuitry is typically a factor
directly affecting the maximum attainable clock frequency. liof two smaller than greedily designed topologies with buff-
determines the rise times of the signals at the clocked elers only at the root. This decrease in power dissipation can
ments. This also limits the maximum frequency of operatiomesult in a much larger decrease in cost if it enables a cheaper
[1]. The clock net is usually one of the first nets to be routegackaging option. The threshold-like behavior of cooling
and constitutes a blockage for nets routed subsequently. Acibsts [14] increases the significance of our results.
is one of the largest nets, the area occupied is also a concernBuffers are inserted into clock trees as a post-processing
The clock net accounts for a significant fraction of the sysstep and this is typically done only at the root. Aggressive
tem power dissipation as it switches most frequently and is@esigns should use all the available degrees of freedom to

large net.

obtain better performance. During clock routing, however,

The method of means and medians [15] was an algorith@urrent design methods do not insert buffers at internal nodes
proposed for clock net synthesis. The clock net was designexdithe clock tree. We show thsimultaneous topology design
using purely geometric considerations. This could lead tand buffer insertiorcan do significantly better in terms of
large skews. Subsequent research has aimed to get zero skgwea, rise times and power dissipation. The skew remains
under a better delay model [23], better algorithms for theero under the Elmore delay model. The H-tree [13] which
problem [9], [17], minimizing the wire length [2], [3], path- has been the inspiration for a lot of work on clock routing
delay optimization [5], [6] and better time complexity [10]. [15], [17] is demonstrated to lseib-optimain terms of area
Reliability issues were addressed in [21] and a buffer redisand power. Besides our results on benchmarks enable the
tribution algorithm was proposed in [4]. Planar clock netclock routes to be used at frequencies that are higher than
design was considered in [24]. None of these algorithmany other known methods. This is due to the lower limit on
considered the power dissipated by the clock networkhe clock period imposed by the rise times of the clock sig-
Besides, rise time constraints imposed by design specificaals, which is decreased by buffering at internal nodes.

In Section Il we take a look at the rationale behind buffer
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lem. We show that the problem is NP-hard by reducing the
minimum Steiner tree problem to it. The reduction gives a
straightforward algorithm to modify any tree into a zero

skew tree by inserting buffers. A greedy heuristic for low

power clock distribution is presented in Section IV. The

algorithm simultaneously designs the topology and inserts
buffers. Section V discusses the results and concludes.



[I. Buffer Insertion the best previous clock routing results with a minimum

Buffers are inserted in clock nets to ensure that the ris8teiner tree heuristic [18]. We see that even for irregular pin
times of the signals at the clock entry points are not todistributions the wire length savings possible range from
large. Large rise times are undesirable as they lead to clodk% to 60%. The results are normalized with respect to the
pulse width narrowing [1], i.e., the ON time of the clock 1-Steiner [18] results.
pulse is reduced. Besides, logic threshold voltage variations The examples above give egistence proofef solu-
of the clocked elements combined with large rise times intrations that are better, when buffers are inserted in the tree.
duces timing noise which means that the frequency of oper®elay optimal buffering for clock trees given an initial zero
tion is reduced. Thus, rise times are fundamental desiggkew route using dynamic programming has been proposed
constraints and are more important than delay. However, the [6]. For the H-tree example, however, we can never obtain
rise times are strongly correlated to the delays (the two atee wire length optimal solution by inserting buffers after
linearly related in our model, which we outline later). Previ-running a clock routing algorithm. Similarly, inserting buff-
ous approaches have, therefore, optimized the delays [5], [@rs into a minimum Steiner tree may result in unacceptable
When circuit techniques other than buffering are used, thieuffer sizes. The algorithm should design the topology and
delay may be irrelevant but the rise times will continue to bénsert buffers simultaneously, if we are to get good results.
important. This is done in Sections Il and IV.

In [1] device characteristic variations over a large WSl The opportunities provided by buffer insertion for
substrate were used to justify a single buffer strategy. Aeducing the wire length can be expressed in terms of the
mature process, however, may guarantee reproducible buffdeferred merge embeddingchnique [11], [3], [2]. This
delays. Devices on a chip tend to be closely matched thoughethod builds a topology bottom-up, starting from a set of
their absolute characteristics may vary over a process wilock points and successively merging till a zero skew clock
dow. Inserting buffers at internal nodes in the clock tree magree results. During each merge of sub-trees to form a larger
not be detrimental to system performance, especially if othesub-tree, the locus of possible Elmore zero-skew merge
gains accrue. In this section we show that buffers can be uspdints on the Manhattan plane is determined. The delays

to significantlyreduce the wiring costs from the sinks to the root of the new sub-tree must be equal
i i (for zero skew) and the wire length used must be as small as
o—0 possible (equal to the distance between the two sub-tree
iwire roots). The set of possible zero skew merge points under
ot o | oo these constraints is a line segment.
clocked elemen Consider the possibilities if we can add a buffer into
either branch of the tree when merging sub-tregand T,
E buffer shown in Fig. 3. The position of the roots on the Manhattan

Fig. 1: Wire length optimization possible using buffers. i) The H-tree uses T

18 wire length units. ii) A minimum Steiner tree with inserted buffers uses VXO/ v
15 units of wire length. The buffers are used as variable delay elements to
make the delays to the sinks equal. Buffer sizes are different. V.

T?/DS\O T, Tﬁx\o T,
Consider the regular 16-point clock routing instance @ (®) (©)
shown in Fig. 1. For such an instance the H-tree [13] is pop- o & <
ular. This incurs a wiring cost of 18 units. By inserting buff- , Aojd e
ers as shown, the wiring cost can be reduced to 15. The / 4B B
buffer sizes are chosen so that zero skew is maintained. ) © T2 (e) )
Asymptotically, it is easy to show that the H-tree for a reg“"E‘vgi's?af.‘i’ieéé"%%ﬁi?é‘ Feeentng oSSl meroe pote en B bufer & mserted
lar gl’ld Of.CIOCk entry pomts req_uwélsSD N wire Iength Vy and \{ are tl?e line se%ments fgrpconfiguratio%s ?n (b) and (c). (d) represents the
where D is the Iength of the die and N is the number of final set of possible merge points. (e): clock route when no buffers are in{érted
clocked elements. On the other hand, the minimum rectilin- The clock route when a buffer is inserted just before A (smaller wire length)

ear Steiner tree needs ony/N  wire length. Thus, 50%iane is shown in (a) and (d) as circles. When no buffer is
savings in wire length result by just inserting buffers intelli-added, as in classical deferred merge embedding, the locus
gently, while maintaining zero skew. ~ of zero-skew merge points is the line segment V. With a fixed
A natural question at this point is: How much wire size buffer at the start of the left sub-tree as shown in (b), we

length savings are possible for irregular pin distributionsyet the line \ as the set of possible merge points. The zero
The bar graph in Fig. 2 answers this question. We compakgkew merge point is closer to, Bs the buffer has added
delay in the left branch. With a buffer just beforg &s
shown in (c), we get the merging segmeptWe get similar
B 1-Steiner line segments when a buffer is inserted into the right sub-
tree. The complete set of possible merge points is shown in
(d). The regions correspond to buffers being added at points
in between the start and end of the two sub-trees. (e) and (f)
show how the clock route is improved by this freedom.
When clock points A and B are merged without buffers, the

_ ~R1  R2 RS R4 R5 Benchmark closest merge point to C is d. With buffers, the closest merge
Fig. 2: Wire length savings possible on clock routing benchmarks point to C is e. Wire length savings have resulted.

Wire length [ clock routing




We now explain how the positions of the line segment#\ delay element is added in series with the driver resistance
V, and \{, can be calculated. Let the capacitances of the sulte model the internal delay of the buffer. The internal delay
trees T, and T, be G and G and the corresponding delays of buffers is typically tens of picoseconds. The error in using
be D, and D.. Let the distances of the zero-skew merge pointhe EImore delay model could easily be comparable to this.

from the roots of T and T, be Ly and L, respectively. For | v,

zero skew, the delay from any sink in the new sub-tree to the | o) oL 5 o
root must be equal, after merging. Consider configuration |> v Ry

(b). The equivalent circuit is shown in Fig. 4. The driver @ (b)

Fig. 5. Buffer modeling: a) Buffer b) Equivalent circuit
RoL
A B A A B
L AL

Fig. 6. Interconnect model: a) Wire segment b) Pi-equivalent

The delay is now defined to be the Elmore delay [12],
[22], a model that makes the synthesis problem tractable
resistance is [ the buffer input capacitance ig @he resis- without sacrificing too much accuracy. The expression for
tance per unit length of interconnect ig &d the capaci- the Elmore delay is
tance per unit length of interconnect ig. The zero skew D, = gPRka
equations are kTP,

Fig. 4: Equivalent circuit for finding zero skew merge point.

Col, where D is the delay to thélisink, R is the set of resis-
D =D;+RyL,(C, + ) (1) tances on the unique path from the root to theink, R, is
2 the resistance of any resistor on the path gnd the down-

stream resistance seen by. Rhe Elmore delay essentially

Col, . . A = He
D = D,+RyL,(C,+ ) +R,(C,+Cyl,) (2) makes alominant time constant approximatitmthe circuit
2 step response at any sink. Thus, if we make the same approx-
where D is the delay to any sink from the root of thelmation to calculate the rise times, we get the 10%-t0-90%
new tree. rise time to be
As we do not want any detour wiring, the merge point T, = 2.2[D,
should be withirl the re_ctangle”having the two sub-tree roots  \yhere Ris the rise time of the signal at tff&sink. For
as corners (the “bounding box"). We therefore have inputs with finite rise times, the time constants of sink
L=1L,+L, (3) responses are affected equally. Besides, the rise times at the

: . sinks of a zero skew clock tree are equal.

The new tree capacitance is The power dissipated by a clock net can be attributed to
C=C +C,+CyL, (4) the charging and discharging of the wiring and load capaci-

tances through the interconnect & driver resistance and to

In these equations,yl-Ly, D and C are the unknowns. he static power dissipated, if any, by the buffers.

Their values are easily determined from (1) through (4). P-p +p
Solving similar equations, we get the other delimiting ~ Ustatic " ' dynamic
segment Y. Sliding the position of the buffer along the sub- - PO k +f T, V2L (T)
tree moves the merge point from one delimiting segment to O s | 0

the other. As the merge point has to be within the bounding

. . . Here R is the sum of the static and dynamic power dis-
box, the zero skew merge region with left sub-tree bUﬁe“”%ipated by a minimum size buffer, i the size of thet

is & polygon as shown in Fig. 3d. The other polygon in Figy ffer, f is the frequency of operatioviis the voltage swing,

3d corresponds to right sub-tree buffering. The two polygon@0 is the capacitance per unit length and L(T) is the tree

may overlap and may also include the segment V. . length. Wire widening increases the power dissipation and
The locus in Fig. 3d is for a buffer of given size. A dif- e 4o not consider it. The techniques of [21] which widen

ferent buffer size gives a similar region of possible merggyires for reliability as a post-processing step can be used if
segments with different delimiting segments. Similarly, wire

e " ecessary.
sizing also changes the positions of the two polygons. V\}é y

TS L The clock network design determines the buffer sizes,
ﬂce)\t/; formulate the power minimization problem for clock iheijr |ocations and the interconnect topology. It therefore

affects the summation in the first term and the wire length in
. the second term. For CMOS VLSI, the static power con-
IIl. Problem Formulation sumed by the buffers is negligible, so that the problem
For calculation of the delays, rise times and power disskeduces to one of minimizing the total capacitance - wiring
pation, we replace a buffer by the equivalent circuit shown iand buffer capacitances. In ECL, the static power dissipated
Fig. 5 and wire segments by the equivalent circuit shown iby the buffers dominates. For multi-chip modules, both
Fig. 6. As before, R& C_ are the buffer driver resistance & dynamic and static power consumption may be equally
input capacitance, L is the interconnect length apd €y  important. Guided by these considerations, we formulate the
are the interconnect resistance & capacitance per unit lengifroblem as one of finding the interconnect topology, buffer



locations and sizes to value of Ry and find the appropriate size.
B We now reduce the minimum Steiner tree problem to the
MinimizeDL('I) +a DZ Ki[D (5) CPOBCND problem.
O Q& ' [Rectilinear Minimum Steiner tree problem]

where o is a technology-dependent constant (given)nstance: Point set P, number L. .
L(T) is the wire length of th%ysyn?hesized buffered tr(ge T, )é;)uest}on: Is therg a St(_alner tree whose length |§_Iess tha_m_ L?
is the number of inserted buffers (determined by the design, Given an arbitrary instance (P,L) of the rectilinear mini-
not given) and Kis the size of thdi buffer. Note that buffer - mum Steiner tree problem, we construct the CPOBCND
sizing is allowed by our formulation as &nd B are not pre- Pproblem instance (point set g =0 R ,, = ). The

specified. two instances are equivalent. The correctness of the reduc-
The skew constraints are tion follows from the following theorem.
(0(i,j))D; = Dy (6) Theorem 1 P has a Steiner tree of length less than L if and
' . nh  only if the CPOBCND problem has a solution of cost less
~where Dand [ are the EImore delays to tHB and f than L.
smks,has before. . Proof: If P has a Steiner tree of length less than L, the same
The rise time constraints are topology with buffers inserted using EQUALIZE_DELAYS
(00D (T = Thaw (7 has zero skew. The cost is L as0. The rise time con-

e Straints are trivially satisfied. This proves that if the Steiner

where is a specified maximum allowed rise tim - .
nax P tree problem has a solution then our CPOBCND instance

and T is the rise time of the signal at tH& sink. For our h i
model the rise time constraints also impose delay constrain®@s0 has a solution.

as the delay is proportional to the rise time. The rise time _|f the CPOBCND instance has a solution, there is a solu-
constraint is extremely important as any recognizable clocfon Whose cost is less than L. If we remove the inserted
uffers, we are left with a Steiner tree whose length is less

must have a clock period of at least thrice the 10%-t0-909
rise time. The rise time of classically designed clock net§'an L.O

imposes a limit on the frequency of operation, even if logic | neorem 1 means that it is unlikely that there is a poly-
delpays are small. g y P 9% omial time exact algorithm for the CPOBCND problem. In

We call the problem (5) with (6) and (7) thenstrained the next section, we propose a heuristic for our problem. We

power optimal buffered clock network desig@POBCND) will see that the results obtained are encouraging.
problem. We will show that the decision version of this prob- -
lem is NP-complete by reducing the minimum Steiner treéV- A Heuristic . .

problem to it. The problem is in NP as finding the delays of 1€ greedy clustering algorithm of [9] returns unbuf-

given tree can be done in linear time[22]. We need the fof€red clock trees with the smallest wire length of the algo-
lowing lemma to prove the reduction. rithms compared in [5]. It is therefore reasonable to expect a

. greedy algorithm to work well for our problem as well.
Lemmal: Any tree can be transformed into a zero skew tre§ome’ important changes have to be made, however, as we
by inserting buffers into the tree _ o have rise time constraints and the possibility of adding buff-
Proof outline: Our proof is constructive and is given by thesrs, We first look at the new issues that arise.

algorithm in Fig. 7. It involves a linear time traversal that. The greedy algorithm involves choosing the move that is

Algorithm Equalize_Delays locally optimal. During the zero skew merge operations we
Input: A non-zero skew tree T have to choose the merge that results in minimum cost
Output: A zero skew buffered tree T* increase. The cost is defined in the problem formulation.
begin * When two sub-trees are merged, the locus of possible
ifisnt_a_leaf(T) merge points which do not involve detour routing is a line
begin segment, when buffers are not allowed. As shown in Section
Equalize_Delays (left_sub_tree(T)) I1, with buffers we have to store two polygons and a line seg-
E&%";"';gr—filfg\fv((T”Sht—S“b—"ee(T)) ment as the set of possible merge points. When a merge point
Insert_Buffer (T) corresponding to buffering is chosen, a buffer is being added
end - for wire length savings.
end « After having merged two sub-trees, we have the possibility
Fig. 7. Getting zero skew using buffers of inserting a buffer for future rise time savings. This move
should be made only if the rise time constraint is very strin-

, i ) ent, else we end up adding too many buffers. Besides, the
inserts buffers in the tree to equalize delays. The correctnegsyve should be made only if there is going to be rise time
of the algorithm can be proved by induction. The procedurgayings due to the move. This move is therefore made only if
Insert_Buffer involves choosing the correct size buffer at thene normalized cost increase entailed by the buffer addition
root of the smaller delay sub-tree using the equations (}4 |ess than the normalized rise time constraint saving and if
through (4) in Section Il. For arbitrary delays and capacirjse time savings result.

tances at the two sub-trees, a driver resistance can always.behe rise time constraint should guide the topology design
found to satisfy the zero skew equations (1) through (4). Thgs well, especially if it is difficult to satisfy. When merging
buffer size changes the value of. RAny required driver  ¢yph-trees, the opfimum cost increase may involve a topology
resistance can be synthesized by varying the buffer size. Adlecision that makes the rise time constraint difficult to sat-
we need to do is to solve the zero skew equations for thefy, we have the necessary rise time information during the



merge. We therefore adaptively modify the cost to reflect the The power is calculated for a frequency of 100 MHz.
rise time constraint: the penalty function approach. This frequency of operation cannot be achieved by the
These key ideas lead to the algorithm Grin (GReedwnbuffered clock tree for some instances as the rise time is
INternal buffering). The time complexity of the algorithm is too large. We see that the power and rise times are consider-
O(r®). This is not too expensive as the design has to be verbly smaller for Grin. The results get better as technology
fied using an accurate simulator that solves a system of O(agales down. This is due to the fact that the buffer RC time
, - constant to interconnect RC time constant ratio decreases as
Algorithm Grin . | technology scales down. This means that using buffers
Input: Point set Ry, technology parameters, max rise time, ] becomes a more attractive proposition. As the die size
Output: Buffered EImore zero-skew power-optimal clock tree T jcreases as well, we need to pay more attention to the larger

begin - . :
repeat [P| -1 times examples for the finer feature size technologies.

begin Table 1: 1 micron CMOS technology results
minimum_cost_merge(); .
if buffering_improves_delay() and cost_decreases() Bench | Power(mw) Rise time(ns) Buffer areq # buffers
add_buffer();
end mark Grin Root Grin Root Grin| Root| Grin| Roo
Tapered_buffers_at_root()
end R1 136 | 355 | 0466 1.31| 34| 235 6 6
minimum_cost_merge()
find a pair such that the cost is minimized R2 29.1 44.9 0.916| 2.01 88 235 7 6
A AT
Cost= AL+a [AK_+ R3 351 94.7 0.716| 3.29 90 638 9 7
n Thax~ T
where K is the buffer size, L is the length and T is the rise time. R4 606 | 1202| 151 | 6.02| 91 638 10 7

For the two nodes get the polygons representing possible merge points  Tgpje 2: 0.8 micron CMOS results

equations and takes about the same amount of time. Wh|l@ench Power(mW) | Rise time(ns)|  Buffer ared # buffers
process variation sensitivity has not been explicitly consid
ered as in [21], note that the approach in [21] typically mark Grin | Root | Grin | Root | Grin| Root| Grinl Roof
changes only a few of the top levels in the tree, so that a vaki
ant of our algorithm which considers reliability during the| R1 114 | 355 | 044| 128 15| 235 6 6
last two or three moves would suffice.

R2 29.3 44.9 0.73 1.98 90 235 9 6

V. Results and Conclusions R3 351 | 947 | 091| 326 90| 638 9 7
We implemented our algorithm in C on a SPARC 10

We ran four sets of experiments. The first set of experiment$* 606 | 120 | 149] 576] 91] 638 10| 7

compared the results of our approach with buffer insertion at Table 3: 0.5 micron CMOS results
internal nodes (Grin) with greedy clustering and buffer inse .
tion only at the root (Root) using the techniques of [19], [16]| Bench PowermW) | Rise ime (ns)  Bufferareal  # bufferg
This experiment verifies the use of internal buffering on th _ _ _ _
de facto benchmarks from [23] for three CMOS technolof ™ | Grin | Root | Grin | Root | Grin | Root| Grin  Roo

1%

gies. The second set of experiments tests if simultaneofrs; 113 | 330 | oa2| 124] 15 2 o A
topology design and buffer insertion is a viable approach far
rise time improvement. We compare our delays with that gfr2 229 | 423 | 1.03| 193| 35 235 7 6

the optimal buffered tree synthesis of [6]. The other experi
ments show how the use of our method for bipolar EC
instances and explore buffer area-wire length trade-offs. R4 59.2 | 113 | 124 | 544| 90 638| 9 7
In order to demonstrate the improvement possible using
buffering, we compare our algorithm with buffers at interna
nodes to one with buffers only at the root. The topologies are  We note the implications of these results for the clock
designed by the same greedy algorithm. We compare the peyet design of a microprocessor such as the DEC Alpha [8].
formance of the two algorithms on the clock routing benchThe tapered buffers at the root occupy significant die area
marks rl-r4 [23] for 1, 0.8 and 0.5 micron CMOS and consumes a quarter of the total power dissipated by the
technologies. The results are shown in Tables 1,2 and 3. Wip. If we extrapolate our results, the buffer area required
have used the classical tapered drivers with exponentiallyy our scheme will be only about a tenth. The cost of a
increasing sizes [19],[16],[1] at the root of both trees. Buff-microprocessor is proportional to the cube of the die area and
ers at internal nodes in the tree are of a single size only. Their clock net would result in considerable cost savings. The
buffer area is expressed with this buffer area as the unit. Thgerall power savings will be about 15%.
number of buffers inserted by Grin grows only linearly with  Table 4 shows the delay reduction possible using simul-
the number of clock pins. The tree with buffers only at thaaneous topology design and buffer insertion. The OBTS
root has to drive a large capacitance and the buffer sizggsults are from [6] and we use the same technology parame-
required are tremendous. By spreading the buffers over thers. We weight the delay term in our cost heavily, so that the
entire tree, especially in the branches close to the root, muglbmparison is not biased against Grin. OBTS is an optimal
smaller buffer area is needed. algorithm which starts from a zero skew route and inserts

R3 33.7 88.7 0.38 3.21 88 638 7 7

R5 97.8 244 12.3 19.3 239 173% 10 8




buffers from a library; we insert buffers of only one size. Theous methods. The results show the power of our method.
OBTS delay results also include wire sizing optimizations.

Our delay results are better though we do not use two dimeAcknowledgments

sions available to OBTS - wire sizing and buffer sizing. The ~ We thank Dr. Ren-Song Tsay of Arcsys, Inc. for the
buffer area and power dissipation of the OBTS clock netbenchmarks and Dr. Gabriel Robins and Ms. T. Zhang of the
were not available[7] and could not be compared. University of Virginia, Charlottesville for their 1-Steiner

Table 4: Delay reduction possible by simultaneous topology design and code.
buffer insertion
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