
Abstract
We propose a new problem formulation for low power clock

network design that takes rise time constraints imposed by the
design into account. We evaluate the utility of inserting buffers
into the clock route for satisfying rise time constraints and for
minimizing the area of the clock net. In particular, we show that
the classical H-tree is sub-optimal in terms of both area and
power dissipation when buffers may be inserted into the tree.
We show that the power minimization problem is NP-hard and
propose a greedy heuristic for power-optimal clock network
design that utilizes the opportunities provided by buffer inser-
tion. Our algorithm inserts buffers and designs the topology
simultaneously. The results we obtain on benchmarks are sig-
nificantly better than previous approaches in terms of power
dissipation, wire length, rise times and buffer area. Power dissi-
pation is typically reduced by a factor of two, rise times are four
times better and buffer area requirements are an order of mag-
nitude smaller.

I. Introduction *

Clock routing is an important problem in the layout design
of synchronous digital systems as it significantly influences
the area, speed and power dissipation of the synthesized sys-
tem. The design of the clock distribution network in a syn-
chronous digital system determines the clock skew, thus
directly affecting the maximum attainable clock frequency. It
determines the rise times of the signals at the clocked ele-
ments. This also limits the maximum frequency of operation
[1]. The clock net is usually one of the first nets to be routed
and constitutes a blockage for nets routed subsequently. As it
is one of the largest nets, the area occupied is also a concern.
The clock net accounts for a significant fraction of the sys-
tem power dissipation as it switches most frequently and is a
large net.

The method of means and medians [15] was an algorithm
proposed for clock net synthesis. The clock net was designed
using purely geometric considerations. This could lead to
large skews. Subsequent research has aimed to get zero skew
under a better delay model [23], better algorithms for the
problem [9], [17], minimizing the wire length [2], [3], path-
delay optimization [5], [6] and better time complexity [10].
Reliability issues were addressed in [21] and a buffer redis-
tribution algorithm was proposed in [4]. Planar clock net
design was considered in [24]. None of these algorithms
considered the power dissipated by the clock network.
Besides, rise time constraints imposed by design specifica-
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tions were not considered. While [25] does try to minimize
the clock power dissipation, it is meant solely for MCMs. A
bounded skew clock tree is synthesized and power reduction
is achieved by reducing the wire length; this is not power
optimal as the power dissipated by the buffers is not consid-
ered. Buffered clock tree synthesis was considered in [6].
However, buffers were inserted as a post-processing step
after topology design and the power was not optimized. We
take a look at each of these inadequacies.

Low power design has gained importance due to the
increasing popularity of portable applications, reliability
concerns associated with high operating temperatures (most
failure mechanisms are accelerated at high temperatures [1])
and the costs of system cooling. The power consumed by a
synchronous system is mainly due to the clock circuitry, the
core functional logic and the output drivers. The clock power
is typically one third of the total power dissipation in CMOS
VLSI systems [20]. We address clock circuitry power dissi-
pation in this paper. We provide a problem formulation for
low power clock network design that is general enough to
include many technologies like CMOS VLSI and bipolar
ECL. We prove that the problem is NP-hard. However, a
simple greedy heuristic returns reasonable solutions. The
power consumed by our clock circuitry is typically a factor
of two smaller than greedily designed topologies with buff-
ers only at the root. This decrease in power dissipation can
result in a much larger decrease in cost if it enables a cheaper
packaging option. The threshold-like behavior of cooling
costs [14] increases the significance of our results.

Buffers are inserted into clock trees as a post-processing
step and this is typically done only at the root. Aggressive
designs should use all the available degrees of freedom to
obtain better performance. During clock routing, however,
current design methods do not insert buffers at internal nodes
of the clock tree. We show thatsimultaneous topology design
and buffer insertion can do significantly better in terms of
area, rise times and power dissipation. The skew remains
zero under the Elmore delay model. The H-tree [13] which
has been the inspiration for a lot of work on clock routing
[15], [17] is demonstrated to besub-optimalin terms of area
and power. Besides our results on benchmarks enable the
clock routes to be used at frequencies that are higher than
any other known methods. This is due to the lower limit on
the clock period imposed by the rise times of the clock sig-
nals, which is decreased by buffering at internal nodes.

In Section II we take a look at the rationale behind buffer
insertion. We discuss some examples to demonstrate the use
of buffers. Section III formulates the low power design prob-
lem. We show that the problem is NP-hard by reducing the
minimum Steiner tree problem to it. The reduction gives a
straightforward algorithm to modify any tree into a zero
skew tree by inserting buffers. A greedy heuristic for low
power clock distribution is presented in Section IV. The
algorithm simultaneously designs the topology and inserts
buffers. Section V discusses the results and concludes.
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II. Buffer Insertion
Buffers are inserted in clock nets to ensure that the rise

times of the signals at the clock entry points are not too
large. Large rise times are undesirable as they lead to clock
pulse width narrowing [1], i.e., the ON time of the clock
pulse is reduced. Besides, logic threshold voltage variations
of the clocked elements combined with large rise times intro-
duces timing noise which means that the frequency of opera-
tion is reduced. Thus, rise times are fundamental design
constraints and are more important than delay. However, the
rise times are strongly correlated to the delays (the two are
linearly related in our model, which we outline later). Previ-
ous approaches have, therefore, optimized the delays [5], [6].
When circuit techniques other than buffering are used, the
delay may be irrelevant but the rise times will continue to be
important.

In [1] device characteristic variations over a large WSI
substrate were used to justify a single buffer strategy. A
mature process, however, may guarantee reproducible buffer
delays. Devices on a chip tend to be closely matched though
their absolute characteristics may vary over a process win-
dow. Inserting buffers at internal nodes in the clock tree may
not be detrimental to system performance, especially if other
gains accrue. In this section we show that buffers can be used
to significantlyreduce the wiring costs.

Consider the regular 16-point clock routing instance
shown in Fig. 1. For such an instance the H-tree [13] is pop-
ular. This incurs a wiring cost of 18 units. By inserting buff-
ers as shown, the wiring cost can be reduced to 15. The
buffer sizes are chosen so that zero skew is maintained.
Asymptotically, it is easy to show that the H-tree for a regu-
lar grid of clock entry points requires  wire length
where D is the length of the die and N is the number of
clocked elements. On the other hand, the minimum rectilin-
ear Steiner tree needs only  wire length. Thus, 50%
savings in wire length result by just inserting buffers intelli-
gently, while maintaining zero skew.

A natural question at this point is: How much wire
length savings are possible for irregular pin distributions?
The bar graph in Fig. 2 answers this question. We compare
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Fig. 1: Wire length optimization possible using buffers.  i) The H-tree uses
18 wire length units. ii) A minimum Steiner tree with inserted buffers uses 

make the delays to the sinks equal. Buffer sizes are different.
15 units of wire  length. The buffers are used as variable delay elements to
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Fig. 2: Wire length savings possible on clock routing benchmarks

the best previous clock routing results with a minimum
Steiner tree heuristic [18]. We see that even for irregular pin
distributions the wire length savings possible range from
40% to 60%. The results are normalized with respect to the
1-Steiner [18] results.

The examples above give usexistence proofs of solu-
tions that are better, when buffers are inserted in the tree.
Delay optimal buffering for clock trees given an initial zero
skew route using dynamic programming has been proposed
in [6]. For the H-tree example, however, we can never obtain
the wire length optimal solution by inserting buffers after
running a clock routing algorithm. Similarly, inserting buff-
ers into a minimum Steiner tree may result in unacceptable
buffer sizes. The algorithm should design the topology and
insert buffers simultaneously, if we are to get good results.
This is done in Sections III and IV.

The opportunities provided by buffer insertion for
reducing the wire length can be expressed in terms of the
deferred merge embedding technique [11], [3], [2]. This
method builds a topology bottom-up, starting from a set of
clock points and successively merging till a zero skew clock
tree results. During each merge of sub-trees to form a larger
sub-tree, the locus of possible Elmore zero-skew merge
points on the Manhattan plane is determined. The delays
from the sinks to the root of the new sub-tree must be equal
(for zero skew) and the wire length used must be as small as
possible (equal to the distance between the two sub-tree
roots). The set of possible zero skew merge points under
these constraints is a line segment.

Consider the possibilities if we can add a buffer into
either branch of the tree when merging sub-trees T1 and T2
shown in Fig. 3. The position of the roots on the Manhattan

plane is shown in (a) and (d) as circles. When no buffer is
added, as in classical deferred merge embedding, the locus
of zero-skew merge points is the line segment V. With a fixed
size buffer at the start of the left sub-tree as shown in (b), we
get the line Vx as the set of possible merge points. The zero
skew merge point is closer to T1 as the buffer has added
delay in the left branch. With a buffer just before T1, as
shown in (c), we get the merging segment Vy. We get similar
line segments when a buffer is inserted into the right sub-
tree. The complete set of possible merge points is shown in
(d). The regions correspond to buffers being added at points
in between the start and end of the two sub-trees. (e) and (f)
show how the clock route is improved by this freedom.
When clock points A and B are merged without buffers, the
closest merge point to C is d. With buffers, the closest merge
point to C is e. Wire length savings have resulted.
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Fig. 3: Buffer insertion during merging. a) The sub-trees T1 and T2 are merged.
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The clock route when a buffer is inserted just before A (smaller wire length)
final set of possible merge points. (e): clock route when no buffers are inserted. (f):
Vx and Vy are the line segments for  configurations in (b) and (c). (d) represents the
V is the line segment representing possible merge points when no buffer is inserted.



We now explain how the positions of the line segments
Vx and Vy can be calculated. Let the capacitances of the sub-
trees T1 and T2 be C1 and C2 and the corresponding delays
be D1 and D2. Let the distances of the zero-skew merge point
from the roots of T1 and T2 be L1 and L2 respectively. For
zero skew, the delay from any sink in the new sub-tree to the
root must be equal, after merging. Consider configuration
(b). The equivalent circuit is shown in Fig. 4. The driver

resistance is Rd, the buffer input capacitance is CL, the resis-
tance per unit length of interconnect is R0 and the capaci-
tance per unit length of interconnect is C0. The zero skew
equations are

where D is the delay to any sink from the root of the
new tree.

As we do not want any detour wiring, the merge point
should be within the rectangle having the two sub-tree roots
as corners (the “bounding box”). We therefore have

The new tree capacitance is

In these equations, L1, L2, D and C are the unknowns.
Their values are easily determined from (1) through (4).

Solving similar equations, we get the other delimiting
segment Vy. Sliding the position of the buffer along the sub-
tree moves the merge point from one delimiting segment to
the other. As the merge point has to be within the bounding
box, the zero skew merge region with left sub-tree buffering
is a polygon as shown in Fig. 3d. The other polygon in Fig.
3d corresponds to right sub-tree buffering. The two polygons
may overlap and may also include the segment V.

The locus in Fig. 3d is for a buffer of given size. A dif-
ferent buffer size gives a similar region of possible merge
segments with different delimiting segments. Similarly, wire
sizing also changes the positions of the two polygons. We
now formulate the power minimization problem for clock
nets.

III. Problem Formulation
For calculation of the delays, rise times and power dissi-

pation, we replace a buffer by the equivalent circuit shown in
Fig. 5 and wire segments by the equivalent circuit shown in
Fig. 6. As before, Rd & CL are the buffer driver resistance &
input capacitance, L is the interconnect length and R0 & C0
are the interconnect resistance & capacitance per unit length.
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Fig. 4: Equivalent circuit for finding zero skew merge point.
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A delay element is added in series with the driver resistance
to model the internal delay of the buffer. The internal delay
of buffers is typically tens of picoseconds. The error in using
the Elmore delay model could easily be comparable to this.

The delay is now defined to be the Elmore delay [12],
[22], a model that makes the synthesis problem tractable
without sacrificing too much accuracy. The expression for
the Elmore delay is

where Di is the delay to the ith sink, Pi is the set of resis-
tances on the unique path from the root to the ith sink, Rk is
the resistance of any resistor on the path and Ck is the down-
stream resistance seen by Rk. The Elmore delay essentially
makes adominant time constant approximation to the circuit
step response at any sink. Thus, if we make the same approx-
imation to calculate the rise times, we get the 10%-to-90%
rise time to be

where Ri is the rise time of the signal at the ith sink. For
inputs with finite rise times, the time constants of sink
responses are affected equally. Besides, the rise times at the
sinks of a zero skew clock tree are equal.

The power dissipated by a clock net can be attributed to
the charging and discharging of the wiring and load capaci-
tances through the interconnect & driver resistance and to
the static power dissipated, if any, by the buffers.

Here P0 is the sum of the static and dynamic power dis-
sipated by a minimum size buffer, ki is the size of the ith

buffer, f is the frequency of operation,V is the voltage swing,
C0 is the capacitance per unit length and L(T) is the tree
length. Wire widening increases the power dissipation and
we do not consider it. The techniques of [21] which widen
wires for reliability as a post-processing step can be used if
necessary.

The clock network design determines the buffer sizes,
their locations and the interconnect topology. It therefore
affects the summation in the first term and the wire length in
the second term. For CMOS VLSI, the static power con-
sumed by the buffers is negligible, so that the problem
reduces to one of minimizing the total capacitance - wiring
and buffer capacitances. In ECL, the static power dissipated
by the buffers dominates. For multi-chip modules, both
dynamic and static power consumption may be equally
important. Guided by these considerations, we formulate the
problem as one of finding the interconnect topology, buffer
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Fig. 5. Buffer modeling: a) Buffer b) Equivalent circuit
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locations and sizes to

where α is a technology-dependent constant (given),
L(T) is the wire length of the synthesized buffered tree T, B
is the number of inserted buffers (determined by the design,
not given) and Ki is the size of the ith buffer. Note that buffer
sizing is allowed by our formulation as Ki and B are not pre-
specified.

The skew constraints are

where Di and Dj are the Elmore delays to the ith and jth

sinks, as before.
The rise time constraints are

where Tmax is a specified maximum allowed rise time
and Ti is the rise time of the signal at the ith sink. For our
model the rise time constraints also impose delay constraints
as the delay is proportional to the rise time. The rise time
constraint is extremely important as any recognizable clock
must have a clock period of at least thrice the 10%-to-90%
rise time. The rise time of classically designed clock nets
imposes a limit on the frequency of operation, even if logic
delays are small.

We call the problem (5) with (6) and (7) theconstrained
power optimal buffered clock network design(CPOBCND)
problem. We will show that the decision version of this prob-
lem is NP-complete by reducing the minimum Steiner tree
problem to it. The problem is in NP as finding the delays of a
given tree can be done in linear time[22]. We need the fol-
lowing lemma to prove the reduction.

Lemma1: Any tree can be transformed into a zero skew tree
by inserting buffers into the tree.
Proof outline: Our proof is constructive and is given by the
algorithm in Fig. 7. It involves a linear time traversal that

inserts buffers in the tree to equalize delays. The correctness
of the algorithm can be proved by induction. The procedure
Insert_Buffer involves choosing the correct size buffer at the
root of the smaller delay sub-tree using the equations (1)
through (4) in Section II. For arbitrary delays and capaci-
tances at the two sub-trees, a driver resistance can always be
found to satisfy the zero skew equations (1) through (4). The
buffer size changes the value of Rd. Any required driver
resistance can be synthesized by varying the buffer size. All
we need to do is to solve the zero skew equations for the
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begin
if isnt_a_leaf(T)

end

Fig. 7. Getting zero skew using buffers

Algorithm Equalize_Delays
Input: A non-zero skew tree T
Output: A zero skew buffered tree T*

begin

end

Equalize_Delays (left_sub_tree(T))
Equalize_Delays (right_sub_tree(T))
if(not_zero_skew(T))

Insert_Buffer (T)

value of Rd and find the appropriate size.
We now reduce the minimum Steiner tree problem to the

CPOBCND problem.
[Rectilinear Minimum Steiner tree problem]
Instance: Point set P, number L.
Question: Is there a Steiner tree whose length is less than L?

Given an arbitrary instance (P,L) of the rectilinear mini-
mum Steiner tree problem, we construct the CPOBCND
problem instance (point set P, , ). The
two instances are equivalent. The correctness of the reduc-
tion follows from the following theorem.

Theorem 1: P has a Steiner tree of length less than L if and
only if the CPOBCND problem has a solution of cost less
than L.
Proof: If P has a Steiner tree of length less than L, the same
topology with buffers inserted using EQUALIZE_DELAYS
has zero skew. The cost is L asα=0. The rise time con-
straints are trivially satisfied. This proves that if the Steiner
tree problem has a solution then our CPOBCND instance
also has a solution.

If the CPOBCND instance has a solution, there is a solu-
tion whose cost is less than L. If we remove the inserted
buffers, we are left with a Steiner tree whose length is less
than L.

Theorem 1 means that it is unlikely that there is a poly-
nomial time exact algorithm for the CPOBCND problem. In
the next section, we propose a heuristic for our problem. We
will see that the results obtained are encouraging.

IV. A Heuristic
The greedy clustering algorithm of [9] returns unbuf-

fered clock trees with the smallest wire length of the algo-
rithms compared in [5]. It is therefore reasonable to expect a
greedy algorithm to work well for our problem as well.
Some important changes have to be made, however, as we
have rise time constraints and the possibility of adding buff-
ers. We first look at the new issues that arise.
• The greedy algorithm involves choosing the move that is
locally optimal. During the zero skew merge operations we
have to choose the merge that results in minimum cost
increase. The cost is defined in the problem formulation.
• When two sub-trees are merged, the locus of possible
merge points which do not involve detour routing is a line
segment, when buffers are not allowed. As shown in Section
II, with buffers we have to store two polygons and a line seg-
ment as the set of possible merge points. When a merge point
corresponding to buffering is chosen, a buffer is being added
for wire length savings.
• After having merged two sub-trees, we have the possibility
of inserting a buffer for future rise time savings. This move
should be made only if the rise time constraint is very strin-
gent, else we end up adding too many buffers. Besides, the
move should be made only if there is going to be rise time
savings due to the move. This move is therefore made only if
the normalized cost increase entailed by the buffer addition
is less than the normalized rise time constraint saving and if
rise time savings result.
• The rise time constraint should guide the topology design
as well, especially if it is difficult to satisfy. When merging
sub-trees, the optimum cost increase may involve a topology
decision that makes the rise time constraint difficult to sat-
isfy. We have the necessary rise time information during the

α 0= Rmax ∞=



merge. We therefore adaptively modify the cost to reflect the
rise time constraint: the penalty function approach.

These key ideas lead to the algorithm Grin (GReedy
INternal buffering). The time complexity of the algorithm is
O(n3). This is not too expensive as the design has to be veri-
fied using an accurate simulator that solves a system of O(n)

equations and takes about the same amount of time. While
process variation sensitivity has not been explicitly consid-
ered as in [21], note that the approach in [21] typically
changes only a few of the top levels in the tree, so that a vari-
ant of our algorithm which considers reliability during the
last two or three moves would suffice.

V. Results and Conclusions
We implemented our algorithm in C on a SPARC 10.

We ran four sets of experiments. The first set of experiments
compared the results of our approach with buffer insertion at
internal nodes (Grin) with greedy clustering and buffer inser-
tion only at the root (Root) using the techniques of [19], [16].
This experiment verifies the use of internal buffering on the
de facto benchmarks from [23] for three CMOS technolo-
gies. The second set of experiments tests if simultaneous
topology design and buffer insertion is a viable approach for
rise time improvement. We compare our delays with that of
the optimal buffered tree synthesis of [6]. The other experi-
ments show how the use of our method for bipolar ECL
instances and explore buffer area-wire length trade-offs.

In order to demonstrate the improvement possible using
buffering, we compare our algorithm with buffers at internal
nodes to one with buffers only at the root. The topologies are
designed by the same greedy algorithm. We compare the per-
formance of the two algorithms on the clock routing bench-
marks r1-r4 [23] for 1, 0.8 and 0.5 micron CMOS
technologies. The results are shown in Tables 1,2 and 3. We
have used the classical tapered drivers with exponentially
increasing sizes [19],[16],[1] at the root of both trees. Buff-
ers at internal nodes in the tree are of a single size only. The
buffer area is expressed with this buffer area as the unit. The
number of buffers inserted by Grin grows only linearly with
the number of clock pins. The tree with buffers only at the
root has to drive a large capacitance and the buffer sizes
required are tremendous. By spreading the buffers over the
entire tree, especially in the branches close to the root, much
smaller buffer area is needed.

Cost ∆L α ∆Kn⋅
λ ∆T⋅

Tmax T−
+ +=

repeat |P| -1 times
begin

minimum_cost_merge();
if buffering_improves_delay() and cost_decreases()

end
Tapered_buffers_at_root()

Output: Buffered Elmore zero-skew power-optimal clock tree T
Input: Point set P,α, technology parameters, max rise time Tmax

Algorithm Grin

begin

end
minimum_cost_merge()
find a pair such that the cost is minimized

where K is the buffer size, L is the length and T is the rise time.
For the two nodes get the polygons representing possible merge points

add_buffer();

The power is calculated for a frequency of 100 MHz.
This frequency of operation cannot be achieved by the
unbuffered clock tree for some instances as the rise time is
too large. We see that the power and rise times are consider-
ably smaller for Grin. The results get better as technology
scales down. This is due to the fact that the buffer RC time
constant to interconnect RC time constant ratio decreases as
technology scales down. This means that using buffers
becomes a more attractive proposition. As the die size
increases as well, we need to pay more attention to the larger
examples for the finer feature size technologies.

We note the implications of these results for the clock
net design of a microprocessor such as the DEC Alpha [8].
The tapered buffers at the root occupy significant die area
and consumes a quarter of the total power dissipated by the
chip. If we extrapolate our results, the buffer area required
by our scheme will be only about a tenth. The cost of a
microprocessor is proportional to the cube of the die area and
our clock net would result in considerable cost savings. The
overall power savings will be about 15%.

Table 4 shows the delay reduction possible using simul-
taneous topology design and buffer insertion. The OBTS
results are from [6] and we use the same technology parame-
ters. We weight the delay term in our cost heavily, so that the
comparison is not biased against Grin. OBTS is an optimal
algorithm which starts from a zero skew route and inserts

Table 1: 1 micron CMOS technology results

Bench

mark

Power(mW) Rise time(ns) Buffer area # buffers

Grin Root Grin Root Grin Root Grin Root

R1 13.6 35.5 0.466 1.31 34 235 6 6

R2 29.1 44.9 0.916 2.01 88 235 7 6

R3 35.1 94.7 0.716 3.29 90 638 9 7

R4 60.6 120.2 1.51 6.02 91 638 10 7

Table 2: 0.8 micron CMOS results

Bench

mark

Power(mW) Rise time(ns) Buffer area # buffers

Grin Root Grin Root Grin Root Grin Root

R1 11.4 35.5 0.44 1.28 15 235 6 6

R2 29.3 44.9 0.73 1.98 90 235 9 6

R3 35.1 94.7 0.91 3.26 90 638 9 7

R4 60.6 120 1.49 5.76 91 638 10 7

Table 3: 0.5 micron CMOS results

Bench

mark

Power mW) Rise time (ns) Buffer area # buffers

Grin Root Grin Root Grin Root Grin Root

R1 11.3 33.0 0.42 1.24 15 235 6 6

R2 22.9 42.3 1.03 1.93 35 235 7 6

R3 33.7 88.7 0.38 3.21 88 638 7 7

R4 59.2 113 1.24 5.44 90 638 9 7

R5 97.8 244 12.3 19.3 239 1735 10 8



buffers from a library; we insert buffers of only one size. The
OBTS delay results also include wire sizing optimizations.
Our delay results are better though we do not use two dimen-
sions available to OBTS - wire sizing and buffer sizing. The
buffer area and power dissipation of the OBTS clock nets
were not available[7] and could not be compared.

The parameterα in Grin allows us to vary the “cost” of
buffers. This enables us to explore buffer area - wire length
trade-offs, which is useful in technologies with scarce rout-
ing resources. Fig. 8 shows the trade-off for R1-5 in 0.5µm
CMOS technology. About 10% of wire length can be saved
with a 3x increase in buffer area typically. Our buffer areas
are still less than that used by Root. To put these results in
perspective, note that many wire length minimization tech-
niques in clock routing have typically reported around 10%
improvement in wire length using better algorithms.

Our formulation is general enough to handle technolo-
gies other than CMOS as well. We used Grin for clock rout-
ing in a bipolar ECL technology. We compare Grin with
Root, as in our first set of experiments. The root in this case
has only one buffer (user-specified size) in both cases. The
results are shown in Table 5 below. The rise times for Root
are too large to allow its use in any practical system. As
bipolar integration levels are smaller than CMOS, we have
used only the smallest two benchmarks for comparison.

In conclusion, our unified approach to clock routing is
attractive in comparison to previous approaches. Our method
is general and can be used for many technologies. We
address many important design concerns such as rise time
constraints and power dissipation. We have shown that
inserting buffers into a clock route can be useful. We effec-
tively explore a new design space that was missed by previ-

Table 4: Delay reduction possible by simultaneous topology design and
buffer insertion

Benchmark OBTS delay(ns) GRIN delay (ns)

R1 0.481 0.333

R2 0.667 0.609

R3 0.685 0.630

R4 1.042 0.869

R5 1.442 1.112

Table 5: Clock routing results for bipolar ECL

Bench

mark

Rise time (ns) Power (mW) Buffer area # buffers

Grin Root Grin Root Grin Root Grin Root

R1 2.23 11.2 65.9 - 6 - 6 -

R2 0.94 32.1 112 - 10 - 10 -

R3 R4

R5Buffer
Area

Wirelength

Fig. 8. Buffer area - wirelength trade-offs for 0.5µm CMOS

R2
R1

ous methods. The results show the power of our method.
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