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Abstract

It has recently been shown that the boundary-

element method can be used to perform accurate

cross-talk simulations of three-dimensional integrated

circuit interconnect. However, the computational

complexity grows as N2
, where N is the number of

surface unknowns. Straightforward application of the

fast-multipole algorithm reduces the computational

complexity to order N , but produces magni�ed errors

due to the ill-conditioning of the steady-state prob-

lem. We present a mixed surface-volume approach and

prove that the formulation results in the exact steady-

state solution, independent of the multipole approx-

imations. Numerical experiments are presented to

demonstrate the accuracy and e�ciency of this tech-

nique. On a realistic example, the new method runs

�fteen times faster than using dense-matrix iterative

methods.

1 Introduction

When analyzing high-performance integrated cir-

cuit designs, it is well-known that the single lumped

resistor-capacitor model of interconnect is insu�-

ciently accurate. It has been suggested [1] that rea-

sonably accurate electro-quasistatic, or transient in-

terconnect, simulations could be performed by com-

puting the time evolution of the electric �eld both in-

side and outside the conductors via a �nite-di�erence

discretization of Laplace's equation. More recently, a

boundary-element approach [2] based on Green's the-

orem was proposed, which performs the caculation us-

ing the same surface discretization used for ordinary

capacitance extraction, thereby avoiding the large,

exterior domain mesh and computation. However,

the latter approach generates dense matrix problems,

which require O(N3
) operations to solve directly, and

at least O(N2
) to solve iteratively, where N is the

number of surface unknowns. Therefore it is neces-

sary to accelerate such methods when solving large

problems.

The direct application of the fast-multipole al-

gorithm on the boundary-element formulation pro-

duces unacceptable results because the multipole er-

rors are magni�ed by the ill-conditioning of the steady-

state problem. In this paper, we introduce a mixed

surface-volume approach, in which the �nite-di�erence

method is used to solve Laplace's equation inside the

conductors, and the boundary-element method is used

to couple all conductor surfaces globally. We then

prove that this technique can be multipole-accelerated

yet still produces the exact steady-state solution. Fi-

nally, we perform numerical experiments which show

that the new formulation reduces the computational

cost from O(N2
) to O(N ).

2 Background

2.1 The Boundary-Element Formulation

For the transient interconnect problem, the sys-

tem is assumed to be in the electro-quasistatic (EQS)

regime. The scalar potential  satis�es

r2 (x) = 0; x 62 S; (1)

which states that Laplace's equation holds everywhere

except on conductor surfaces. Careful application of

Green's theorem [2] results in an integral formulation
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Panel-based discretization leads to a system of equa-

tions
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where 	 2 <N , Jext 2 <N represent the panel poten-

tials and externally supplied current densities, which

are assumed to be uniform, � = �=� is the dielectric

relaxation time of the conductors, and

Pkl =
1

al

Z

panell

1

kx0 � xkk
da0; (4)

Dkl =

Z

panell

@

@n0
1

kx0 � xkk
da0: (5)

SupposeM of the N surface panels are connected to

voltage contacts whose values are known a priori, then

the potential vector 	 has (N �M ) unknown entries.

The vector of external current densities supplied by

the contacts, Jc 2 <M , must also be computed so a

total of N unknowns are generated. Equation (3) can

be solved with the backward-Euler method, resulting

in the matrix problem
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where, h is the timestep, 	

c 2 <M and 	

f 2 <(N�M)

represent the elements of the potential vector asso-

ciated with the contact and free panels, respectively.

The N � N matrix, or linear operator, H, is de�ned
by its action on a vector
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Since H is de�ned in terms of P and D, the un-

knowns can be interpreted as a distribution of sources

and dipoles, with the panels associated with the ele-

ments of Jc acting as uniform sources (single layers),

and the panels associated with 	

f
acting as uniform

dipoles (double layers).

2.2 Multipole Acceleration

Consider using a Krylov-subspace based iterative

algorithm, such as GMRES [3], to solve (6) at each

timestep. The kth iteration of the GMRES algorithm

requires computing the matrix-vector product Huk,
where uk is the kth GMRES search direction. Since

H dense, this costs N2
operations. However, forming

the matrix-vector product in this case is equivalent to

computing potentials at N points due to N sources

and dipoles, which can be computed approximately in

order N operations using fast-multipole algorithms [4]

[5] [6].

3 E�ects of Ill-Conditioning

We found in our initial experiments that if the the

multipole algorithm is applied directly to the pure

boundary formulation in (6), the small errors from

the multipole approximations are magni�ed due to the

somewhat ill-conditioned steady-state problem.

L 2 4 8 16 32

voltage 0.997 0.985 0.938 0.822 0.248

� 8.60 21.3 59.2 177 562

Table 1: Steady-state voltage and condition number

versus wire length

Consider a rectangular wire with dimensions L :

1 : 1, which is connected to a unit-step voltage source

at one end. The correct steady-state voltage at the

opposite end is 1 volt. The values computed with

the boundary-element method, accelerated by second-

order multipole and local approximations, is given ver-

sus wire length in Table 1.

The errors introduced by the second-order multi-

pole algorithm on the potential calculation, or equiv-

alently the errors in the matrix-vector multiply, are

typically 0.1-1%. However, the errors in the com-

puted steady-state are much larger. This is because

the steady-state problem is somewhat ill-conditioned,

and this ill-conditioning magni�es the error [7]. The

magni�cation factor for the steady-state solution is the

steady-state matrix condition number, �, and is given

in Table 1. Note that the problem becomes more ill-

conditioned as the wire length increases, resulting in

larger steady-state errors.

4 The Mixed Surface-Volume Formu-

lation

We derive here a mixed surface-volume formula-

tion which can be multipole-accelerated without loss

in solution accuracy. We begin with a pure boundary-

element formulation similar to that in Section 2.1,

and then we augment it with a volume-based �nite-

di�erence operator. Since Laplace's equation (1) holds

both inside and outside of the conductors, all charges

in the system reside on the conductor surfaces S.
Therefore, the potential  is related to the conductor

surface charge density, �s, through the superposition

integral,
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Charge conservation [8] at the surface yields the con-

tinuity condition

@�s(x)

@t
= Jinternal(x) � Jexternal(x);

where Jinternal and Jexternal are the normal current

densities taken just inside and just outside the con-

ductor surface. The internal current obeys the consti-

tutive relation Jinternal(x) = �� @ 
@n
(x); where n is the

outward normal to the surface S.
Combining (8) with charge conservation and

the current constitutive relation, and noting that

Jexternal = 0 for non-contact surfaces, we have
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We now discretize the conductor surfaces into N
panels as described in Section 2.1. The resulting ma-

trix equation is

� 4��
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@t
	 = P	n + PJext; (10)

where 	n 2 <
N
represents (

@ 

@n
) at the N panels.

For each conductor in a given problem, if the poten-

tial is known on the entire surface, Laplace's equation

can be solved for the interior domain to yield 	n ev-

erywhere just inside the surface. Note that this is done

independently for every conductor. Let X be de�ned

such that

X	 = 	n; (11)

and applying H implies solving the interior problems.

Using (11) in (10) yields
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	 = P (X	+ Jext): (12)

Given 	 at the surface nodes of a conductor, a �nite-

di�erence method can be used to solve for 	n at each

surface node, e�ectively applying H.
As before, a �xed-timestep, backward-Euler

method is used for time-integration. The resulting

linear system is
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The new operator H0
is de�ned by its action on a

vector as
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In order to evaluate the costs of the volume-based

computation, consider a typical transient interconnect

problem, in which the self and mutual interactions of

many relatively long and thin conductors are to be

modeled. The action of the X operator then corre-

sponds to solving a block-diagonal and sparse linear

system. The dominant cost of the matrix-vector multi-

ply in (14) comes fromP , which is a densematrix since
it couples every panel to all panels on all conductors.

But as described in Section 2.2, the fast-multipole al-

gorithm can produce an approximate result in O(N )

operations. Therefore this technique can can be made

very e�cient.

The mixed surface-volume method provides an im-

portant guarantee on the solution accuracy. This is

stated in the theorem below.

Theorem 4.1 If the steady-state solution of (12) is

such that the surface potential on each conductor is a

constant, and none of the conductors is 
oating, then

the solution computed by the mixed surface-volume

method is exact, regardless of multipole approximation

error and discretization error.

Proof: Consider �rst the single conductor prob-

lem. From equation (12), the steady-state solution

satis�es

@

@t
	 = 0 = P (X	+ Jext): (15)

From the theory of fractional Sobolev spaces, it can be

shown that the potential coe�cient matrix P is non-

singular given a su�ciently �ne discretization [9]. It

then follows that X	 + Jext = 0 in the steady-state.

In the �nite-di�erence implementation of X , this is

equivalent to a resistor network connected to external

voltage sources [1]. Assuming that all voltage sources

are at 1 Volt, we get

X

�
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In the equivalent resistor network picture, (N �M )

of the surface nodes are connected to unit-voltage

sources, while the remaining M surface nodes are left

open-circuited. Network analysis immediately yields

	

f
= 1 and Jc = 0, the exact steady-state solution.

For many-conductor problems, the same result holds

since each conductor is treated independently by the

X operator. 2

Comparing (3) and (10), we see that in the limit as

the mesh becomes very �ne, PX � (4�I +D). Since
	 = f1; 1; :::; 1g implies X	 = 0, X is a singular ma-

trix. Thus both (PX ) and (4�I + D) are singular.



0 200 400 600 800 1000 1200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

time (units of tau)

vo
lta

ge

Double Wire Problem, L=8, n=3

Plus:  FD/BE, no accel.

Solid: FD/BE order 2 Multi

Dash:  pure BE order 2 Multi

v1

v2

Figure 1: Multipole errors are magni�ed in the pure

BE method but not in the mixed FD/BE method.

The surface-volume formulation essentially factorizes

(4�I+D) into the product of a singular X and a well-

conditioned, non-singular P . When the action of P is

multipole-accelerated in the mixed formulation, errors

are introduced only in the capacitance matrix of the

surface panels, which does not alter the physical char-

acter of the system. This error appears only during

the transient, and will be shown experimentally to be

small and independent of condition number. This is

expected since approximations are made only on P ,
the well-conditioned part. The null-space of (PX ) is
preserved. The same is not true for the pure boundary

formulation, since multipole approximations are made

on D, which alters the null-space of (4�I +D).
A simple numerical experiment shows how accuracy

is retained under multipole acceleration in the mixed

�nite-di�erence / boundary-element (FD/BE) formu-

lation, but not in the pure boundary-element (BE)

formulation. Consider two rectangular wires, both of

dimensions 8:1:1, spaced 1 unit apart. At their near

ends, one wire is connected to a step-voltage source,

while the other is grounded. Simulated voltage wave-

forms at their far ends are shown in Figure 1. For the

FD/BE method, the accelerated solution is indistin-

guishable from the explicit solution, while for the BE

method, the accelerated results are clearly erroneous.

5 Application Experiments

Two fairly realistic three-dimensional interconnect

examples are given here. The GMRES [3] iterative

method is used for solving the linear systems in (6) and

v1

v2
v3

v4
v11

Figure 2: Clock driving �ve-conductor bus, with

ground wires nearby.

(13). It is assumed that all conductors are polysilicon,

with � = :02 
 � cm, and � = 12 both inside and

outside the conductors, which imply � = 2�10�14sec.
All computations are performed on an IBMModel 590.

Figure 2 displays a scenario in which a clock line

connected to a step-voltage source is driving �ve par-

allel conductors in a bus con�guration. Three nearby

conductors, running parallel to the clock line, are

grounded at one end but do not touch the bus. The

conductor cross-sections all have dimensions 1�m �
1�m.

n 1 2 3 4 5

panels 684 2,736 6,156 10,944 17,100

FD time { 0.3 % 3 % 7 % 11 %

Table 2: Problem size and FD time for clock/bus.

The waveforms computed using second-order

multipole-FD/BE for various mesh re�nements is

shown in Figure 3. Table 2 lists the number of panels,

or surface unknowns, used to discretize the problem.

The parameter n denotes the number of sections per

micron. The CPU time grows as N for the multipole-

accelerated FD/BE method and as N2
for both the

explicit BE and the explicit FD/BE methods. This is

shown is Figure 4. The same growth pattern is also

observed in memory usage. For the (n = 5) mesh,

the multipole-FD/BE method is 15 times faster and

requires nearly two orders of magnitude less memory

than the explicit calculations.

The CPU time consumed by the interior �nite-

di�erence computation as a percentage of the total

time grows with increasing mesh re�nement but re-

mains small, as shown in Table 2. This con�rms the



earlier assertion that the boundary-element calcula-

tion is dominant.
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Figure 3: Multipole FD/BE solutions converge with
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n 1 2 3

panels 986 3,944 8,874

FD time { 2 % 4 %

Table 3: Problem size and FD time for SRAM.

The second interconnect example, an SRAM cell, is

shown in Figure 5. Table 3 lists the number of surface

v1

v2

v3v4
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Figure 5: SRAM cell.

unknowns for three successive re�nements, and Figure

6 shows the waveforms computed with explicit BE for

(n = 1) and with multipole-FD/BE for (n = 2) and

(n = 3). It is seen that the coarse mesh (n = 1) results

in signi�cant discretization errors, which necessitates

using a �ner discretization and thus the multipole-

accelerated FDBE technique.
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Figure 6: Waveforms computed using various mesh

re�nements.

6 Conclusions and Acknowledgements

In this paper, a mixed surface-volume technique is

introduced for analyzing the three-dimensional tran-

sient interconnect problem. It is shown that the pro-

posed method can be multipole-accelerated without



loss in accuracy, whereas a pure boundary formula-

tion allows magni�cation of the multipole error by the

condition number. The new approach reduces compu-

tational costs from O(N2
) to O(N ).
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