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Abstract A method of synthesizing low-power combinational From the power equation, accurate estimation of the dynamic power
logic circuits from Shannon Graphs is proposed such thatirgout, dissipation requires that bo® andp; be known for each gate
moutput circuit realization using 2-input gates with unbounded fanouyhile p; can be determined exactly in the proposed design style, an
hasO(nm)transitions per input vector. Under a bounded fanoutyccyrate estimate @ for eachi must be provided to the algorithm.

38?:()';/2et;;aniwgrnczﬁtslz'tn}: Itisolr:]?sr?:dssd a; mc:stf by a ft adCt?r of There are three sources of capacitance at a gate: (1) the capacitance
! P P pendent ot circuit delays. 4 e to the fanin gates, (2) the capacitance due to the fanout gates, and
(3) the interconnection wire capacitance. While any user-provided
load capacitance model can be utilized in the algorithm, in this paper
H]e load capacitance at a gate is abstracted by an estimation based on
the fanout of the gate. Since gates at this level of design may be of
tion over circuits optimized for some other critediay.area or perfor- arbitrqry size and.complexity, it is difficult to easily estimate Fhe Ioaq
mance. The power reduction is achieved by reducing the transitidfgPacitance contributed by each complex gate. Thus, a two-input sim-
activity in a combinational logic circuit while paying close attention P/ 9ate realization is utilized for estimating the power consumption
to capacitance effects due to the fanout loads of gates. in the synth_e_5|s algorithm. I_‘@t denotes the power c_onsumed by a .
single transition on a gate with fanout one. Under this model a transi-
A change in the value at the primary inputs of the circuit may causgon on a gate with fanout of consumesP power. Although the
wasted power due to two reasons: (1) There may be multiple patlsfect of the technology mapping process is not accounted for in the
that propagate a transition to an output; (2) There may be glitches @Roposed synthesis algorithml) the experimental results in this
gates caused by transitionsitand1 arriving at different times at the paper are reported after mapping to the gates in a given technology
gate inputs. The technique described in this paper attempts to minjbrary.
mize such wasted computation with the goatiaimize the power
consumption due to transition activity under a bounded fanout mode8
Additionally, unlike all previous synthesis methods, the power con-

1 Introduction

This paper proposes a new method of synthesis for combination
logic circuits that can yield up to 5X reduction in the power dissipa

Shannon Circuits

sumed is independent of the delays of the circuit elements.

Definition 1 A Shannon Graph of a function is defined as follows:

Techniques for reducing the power consumption in electronic circuitg

may be applied at all levels of design. See [1] for a survey of applica-
ble techniques. Here we will only be concerned with logic synthesis
techniques for low-power circuits. An objection to all of the existing

approaches is that it is very difficult to estimate either the peak or
average power consumption which are complex functions of both the

Nodes labelled 1 and 0 are the Shannon Graphs of the constant
functions 1 and 0, respectively.

. A Shannon Graph for a nonconstant function is a rooted, labelled,

binary, directed acyclic graph with the following properties:
i.The outdegree of the root of f is two;

logical and timing properties of circuits. Further none of the published

approaches has shown any significant power redudtiergreater
than 50%.

2  Power Consumption Model

ii.One edge of the root of f is labelled , and the other labelled
X, wherex is any variable such th@t;t fX ;

iii. The edge of the root df labelled is the root of a Shannon
Graph offx ;

iv.The edge of the root 6f labelled is the root of a Shannon
Graph off).( .

We focus on reducing the total power due to switching activity at each )
node in a circuit. The dynamic power consumed by a CMOSi gatelf no two nodes in a Shannon Gl’apH of are roots of Shannon GraphS

with a load capacito€; is given byP = O.5piCiV2f wherg, is the
probability of a transition at V is the supply voltage ards the clock
frequency. The approach in this paper targets the reductiGyaot
p; over all the gates in the circuit.
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of identical functions, the Shannon Graplf of is said to be reduced.

A Binary Decision Diagram (BDD)is a Reduced Shannon Graph
with the property that no path from the root to the terminals in the
Reduced Shannon Graph contains two distinct edges labelled with the
same variable.

A Shannon Circuit is derived by starting computation at the root of the
Shannon Graph and performing the evaluation towards the terminals.
This preserves the desirable one-path-only evaluation property of the
Shannon Graph. Signals flows from the top of the Shannon Circuit to
the bottom - just as in the Shannon Graph. There is one wire per edge
of the Shannon Graph and each node of the Shannon Graph gives rise



to two gates if the in-degree of the node is one, and three if it iThe Shannon Circuit is designed to be operated in a clocked mode,
greater than one. using theEnable signal to operate the timing scheme (hence the name

In Figure 1, the construction at the node labeled E is shown. Th-gImed Shannon Circuit). Thnable signal is also necessary for haz-

incoming wires from A and B are input to @R gate, and the output ard-free operatiorEnable is first set to 0 so that all gates in the circuit

] T ] evaluate to 0. Next the circuit inputs are changed. Since all gates are at
of this gate in input to twdND gates; the firsAND gate hax

3 3  0and each input is connected toAMD gate, whose other input is at
0. there are no transitions within the circuit. After the circuit inputs

its second input, the other has as its second input. The output of . . .
P A3 P P settle to their new valueEnableis set to 1 and precisely those nodes

theseAND gates feed the subnetworks constructed from nodes C angh the single selected path from the root to a terminal node are set to
D, respectively. 1. The value is then read from the output of the circuit. Fifaigble

is set to 0 again, so that all internal gates evaluate to 0. The cycle is
FIGURE 1.  Construction of Timed Shannon Circuit repeated for the next input vector.

F 4  Transition and Power Analysis
Construction at a single node

The power consumed by a Timed Shannon Circuit witfputs andn
outputs is analyzed. The model assumes two-id{NiD andOR
From A

From B
|

x
w

gates. The case of unbounded fanout is considered first followed by an
analysis for the bounded fanout case.

An AND gate in the Timed Shannon Circuit is 1 if and only if the cor-
responding edge in the Shannon Graph is traversed on evaluation.

Since only one edge in the Shannon Graph may be traversed per input
variable, it follows that exactly on®ND gate per input variable per
output is set to 1. Further, since e&@R gate feeds twéND gates,

and since th®©R gate rising must force one of the two successor
AND gates to rise, it follows that at most dDR gate rises for each
rising AND gate.

v The OR gate denoting a node in the Shannon Graph may have fanin
1 0 equal to the in-degree of the node, which can be extremely high, par-
ticularly near thel terminal of the graph. Lé#l denote the largest
fanin of a node in the Shannon Graph.@R gate withM inputs can

be decomposed into a balanced binary tree of two i@ubates,

which yields a tree of depth at moftogM | . It follows that fonan

Construction of the circuit

input, m output circuit, at mostm AND gates and nm[ log M] OR
gates rise each tinienableis set to 1; these same gates will fall when
Enable is set to 0. This implies that on each full cycle there are at

most 2nm(1+[logM7) gate transitions in the circuit.

This bound can be improved by employing a (non-reduced) Shannon
graph where each internal node in the graph has in-degree at most
two. This is achieved by duplicating nodes in the Shannon Graph
while traversing from the root towards the terminals. In this case there

may be up t®" edges leading into théerminal of the Shannon
Graph for each output. Using a balanced tree decomposition into two
input OR gates at gate for thkterminal yields an upper bound of
4nm transitions, which may be tighter than the upper bound derived
earlier.

The output of the circuit is tH@R of all the edges leading to theer- ~ However, the power expended when the primary inputs change must
minal in the Shannon Graph. A single wire connected to an enabRf counted. In the worst case, each input changes, and a transistor is
signal, denote&nable, is connected to the twaND gates created at charged or discharged on evériD gate in the circuit. Since there is

the root node. The twAND gates which correspond to the edgesO”eAND gate per edge in the Shannon Graph, the worst-case power
which are incident upon tt@terminal are unused, and are deleted.is:P, .., = 2nm(1+[logM) P + 2|E[P where|E| is the number
Note, however, that a dual rail output circuit can be obtained by crea(t)-]c edges in the BDD’s for all outputs. Using node duplication with

ing a_nOF_Z gate from the edges_leadlng Into m_cermmal. The dual balanced tree decomposition for AR gate at thd terminal yields a
rail circuit can be used to achieve self-clocking and asynchronous = 4nmP+ 2|E[P

implementations of a given circuit. Alternatively, by simply adding ansecond upper bound
OR gate with inputs connected to &R gates for th® and1 termi- ) ) . o
nals of the Shannon Graph, a completion signal is obtained which c4nl Estimating Mean Transition Activity
be used for asynchronous operation.

total



The maximum power consumed under any input vector by the Timedeighted binary tree, where the weight of each node is its 1-controlla-
Shannon Circuit is directly calculated since the circuit is delay-insenbility. An elegant solution to this problem is by Huffman [2]. Though
sitive. The average power consumed by an input vector, on the othiurgai et al. claim an exact solution only in the zero-delay case for
hand, requires knowledge of the internal probabilities of the variougeneral circuits, this solution is exact for Timed Shannon Circuits
nodes of the network. In particular, two sets of probabilities are ofince the transition activity is delay-insensitive.

interest: The Huffman algorithm, in brief, is as follows. Place all the elements

1. The probability that a primary inpult wiélvitch this probabil- in a list, sorted in ascending order by weight. Choose the two elements
ity, which we denot@. , we find as of minimum weight, delete them from the list, combine them in a
p; = 2pEx = 1L —pLx = 1L Observe thab<p, <0.5 , node, and then insert the node in the list; the weight of the node is the
ahd the Méximli occlf$ ptk = 11 = 0.5 ; this case is sum of the two elements. Repeat this procedure until only a single ele-

assumed for the remainder of the Eaper. ment remains in the list.

2. The probability that an internal gage  is 1, ortksontrollability

of gis denotegh . Given the probabilities that each primary input6 Reducing Charging Power: Conditional
is 1,pg is com&tedxactlyfor each node and edge as follows: Selection

a.The 1-controllability of th&nable input is set to 1.0;

b.The 1-controllability of the output of an AND gate is equal The second term g, Will dominate total power consumption

to the product of the 1-controllability of its inputs. when |E| » n . As a result, the amount of power consumed when the

c.The 1-controllability of the output of an OR gate is equalto  inputs change must be reduced. Consider a primary xput , which
the sum of the 1-controllability of its inputs.
fans out to a set &ND gatesA = {Al’ A2, e Ak}

5  Optimizations

5.1 Area Recovery The problem is that on each change in the primary iRput , inputs on

The circuit derived from a Shannon Graph may have redundant stuc )
at-1 faults on the input of AND gates corresponding to edges in th%ppear 9” t.he |n|gut of at most one of kNAND gates. For example,
Shannon Graph. This occurs if the function computed by the left chill? the circuit of Figure 1 exactly one of the four shaded gates has a
in the Shannon graph is contained by the function computed by tHEnsition under any input vector. The information on wHAD

right child of the Shannon graph, or vice verisa;the function is gate is actually needed is available in the Shannon Circuit and can be

unatein the variable at the node. Removal of the redundant stuck-atilized to disable those primary input leads not required for the cur-

fault does not give rise to any glitches during operation of the TimefNt input vector.

Shannon Circuit. At worst, there may be more than one path that prophere are two approaches based on this idea: conditional selection
agates a transition; hence some wasted power may be expected. Hemse and dominator selection.

ever, in practice it is observed that the power reduction due to . .

decrease in fanout on the primary inputs more than offsets the powrl The Conditional Selection Tree

increase due to possible multiple transitions. Hence, redundancshe first approach is schematically depicted in Figure 2. In this case,
removal is invoked on the circuit derived from the BDD. The circuit ] ) o o

at this stage is also irredundant for all single stuck faults. there is a set AND gates{A,, ..., A/} in the original circuit. One

The second operation performed to recover area is the merging FPlfput of each gaté is connected tg; and the other ta. The circuit

gates with identical logic functions in the Shannon Circuit. AIthOUghcontained in the oval drawn with a dotted line in Figure 2 is inserted

thls.ste'p is a conceptually smple'optlml.zatlon, it has proven critical iBetween the leads fromandg; to A,. The new circuit consists of two
achieving Timed Shannon Circuits which have area and delay com- beircuits. The shaded subcircuit ch inimal-weight subset
petitive with the original optimized circuits. Note that power is savedUPcireults. The shaded subcircuit chooses minimal-weight subsets

since a single transition occurs instead of two or more transitionst {1, ...k} and computes functiongg; ;) O... 0g;;))  for
whenever merging of identical logic is performed. I = {i(1),...,i(j))} ; the crosshatched subcircuit takes in these
5.2 Decomposition of High Fanin Gates functions and the primary input leadaind computes those functions

‘E AND gates must be charged. Thisniastedpower, since a 1 will

The Shannon Circuit, as described above, can have gates with highich replace the input leadto each gate in{ Agr oo Ak} . Thus,
fanin. These gates must be decomposed into trees of gates with a
bounded number of fanin. the fanout capacitance on  has been reduced in return for increased

A naive decomposition of am  -input gate yields a tree witjates  activity in the depicted subcircuits.

and logm transitions. More generally, if the inputs to @ gate

have 1-controllability{ p,, ... p.} , the totaheanpower consump- FIGURE 2. Conditional Selection Tree Schematic

Lo " . S | X —> Al
tion is:2P Z p, - Consider the problem of minimizing the power con- 9r

i=1
sumed by the decomposition. This requires that the expected number Y K OR-tree ék
of gates in the tree which transition on an input vector change must be AND:-tree
minimized. Murgaiet al. analyze this problem in [3], and demon- |

strate that it is equivalent to the problem of finding a minimum



The OR-tree is a minimum weighted binary tree of two-in@R FIGURE 3. Conditional Selection Tree Example
gates; the output of eacl®R gate is the function

.001 Al
G, =0, O...0g . - The weight of each node of tlR-tree is gl:D_
| i1 () A2
its 1-controllability, which is directly calculated from the (known) 1- Initial circuit 001 QZZD—
. . . nitial circui
controllability of the input Iead$gl, gk} . THeR-tree is com- .002 QSJD-AS
posed using the Huffman algorithm [2][3]. 002 9? A
The AND-tree is an inverted tree 8fND gates in one-to-one corre- A5
spondence with th@R gates of the shaded circuit.(]i‘I is a gate in 003 QS:D— g Al

the OR-tree, there is a corresponding gate inA&h&D-tree,HI . Fur-

gl@_‘,
ther, thefunctionof H, is GI Ox; - In this manner, the depicted func- g2 93_—-D7 23
4
tions at the outputs of theND-tree are obtained: the outputs of the %‘é@
AND-tree correspond to the inputs to thR-tree. A5
The AND-tree is obtained by reversing the wires of @R-tree. The Circuit with conditional selection

first AND gate has two inputs, x and the final output ofRetree. If  gjnce the right-hand side of the equation is monotonic over the inter-
G, is the fanout of gat€,  in t@R-tree, formH, = G, OHy .itis  val [0,1], solving ap;, = 1.0 (e, x, always switches) shows that
easy to see by induction from the root (the depi&bidD gate in N ) 1

Figure 2 is actually the first gate of tA&ID-tree) that this yields the ~conditional tree selection can only pay whes 2 ;fip= 0.5,
desired functiorHI =x0O GI N o 1
conditional tree selection is advantageous only V\xhené
An example appears in Figure 3. In the initial circuit on the left, the

inputx. has fanout to fivAND gates Al, A2, A3, A4, A5 for each of Note that the power analysis of this section is on a level-by-level basis
! through the conditional-selection circuit. Hence it is possible to build
‘a partial conditional selection tree, terminating the Huffman algorithm

when the inequality above is not satisfied. In this ocase will have

which the 1-controllability of each of the other inputs {g1, g2, g3, g4
g5}is denoted.

6.1.1 Power Analysis of the Conditional Selection Tree number of fanout equal to the number of roots ofQReforest.

The application of the conditional selection algorithm may not alway$.2 Dominator Selection
reduce the power. Hence, it must be applied with care during the algg-

rithm. Fortunately, the determination of whether or not the power isRn edgee in a Shannon Circuit is sai inae a gateg ife pre-

reduced can be done when building ®R-tree using the Huffman cedesg on every path that starts fromEneble signal and contains
and9- An example of a dominator appears in Figure 4. Each of the shaded
gatesg in the circuit will not rise unlesshas first risen: thus, the
input pins on these gates need not be set to their correct values unless
erises. This observation is utilized in reducing the load capacitance of
primary inputs that are connecteddND gates.

algorithm. Assume that the inpult has 1-contro|labi|itprf

that the next two candidates (each may be a leaf @Ragate in the
OR-tree constructed up to now) to be combined to forRAgate

have Weightswl anlzl/2 , with combined weight= w, + w,

Consider the power consumed without conditional selection applieGiven a set of AND gates that have one input connected to primary

to these two candidates. The inpyt ~ has a fanout of two to these cdfput x, one caiND the output ok with x and replace the input x of

didates which consumes powgp P . The power consumed by th%WIth the output (?f this AND gate..Thls has demonstrable.effects on
I power consumption whea dominates sevé&tdD gates in the

AND gates is2wp,P  since the gates charge and discharge once Sfiannon Circuit that have a common primary input as one of their

input vector with probabilityvp; . Hence the power consumed due tputs.

In the example circuit on the left in Figure 4, the crosshatched gate

dominates the shaded gates. The key point is that the input transistors

Now consider the power consumed after conditional selection. Then the shaded gates need not be charged unless the crosshatched gate

fanout of the inpuk.  is now one accounting for power eqUﬂ|R3 evaluates to 1. The result of applying the dominator selection tech-
e N nique for the primary inputspand x is shown on the right. Note that

The OR gate has switching probability of  and has fanout one, thg,e nositive and negative phases of the primary inputs are considered

associated\ND gate has switching probabililwpi and has fanoutseparately, hence four neAND gates are created. The new circuit

two. Noting that exactly one of the final twld\D gates switch and COMputes the same function as the old; in fact, the connections from
that the fanout of each candidate is increased by one due to the c& cross-hatched gate to the neMD gates are redundant for stuck-

. . at-one value. Although the fanout of the four n&@ND gates has not
+2W +4p.W + 2p. W + . - g ;
struction, the total power 'SSZW 2w 4p|W 2plw pIEP decreased, the probability of these gates switching (or 1-controllabil-

Conditional selection is only applied on the two candidates WhEﬂy) is much less than the probability of the primary inputand %
P switching. Hence the overall power can be expected to be reduced.
4+ 4pi : This analysis is performed below.

the two candidates igw + 1) 2pi P

E4w+ 6p;w + pi%D< (w+1)2p,P or w<



FIGURE 4. Dominator Selection in Shannon Circuit dominating set is simply a set of edges in the Shannon Graph such that
each path to the node must pass through one edge in the set. In the

X — case where a dominating set is chosen, the edges of the set are OR’ed
1&5‘?51 together to form the input; the probabil'p& of the buffering input is
X Xy the sum of the 1-controllability of the edges in the dominating set.

x

|

7 Multiple-Output Circuits

output is a separate circuit. Thus, sharing of gates between circuits, as
in the case of most logic design styles, is not dopeori. Hence spe-
cial consideration is made for multiple-output circuits.

X

e N
H

{_Ii A difficulty with the Shannon Circuit approach is that, as written, each

The most straightforward approach is to perform post-processing to
replace two or more identical sub-functions by a single equivalent
sub-function. In addition, we consider two other strategies to attempt
to increase sharing across output functions.

7.1 Multiple-Terminal Shannon Graphs

The algorithm to find all the dominators of a gate is linear in the SiZﬁ] order to use a Sing|e Shannon Graph to Compute more than one out-
of the Shannon Circuit and is obtained by performing a traversal igut simultaneously, the Shannon Graph can be modified to have more

reverse levelized topological order from the gate toward&tlale  than two terminals, 0 and 1. This technique has already been proposed
signal. as a method of representing large, structured matrices. We use a Shan-

, , .m . .
There may be more than one dominator for some gates. In this cag@n Graph witt2 terminals to representramutput function. The
the dominator with the lowest 1-controllability is considered. In addifynction is formed exactly as before; the only difference is that instead

tion, a dominator is only considered for the above transformation if alt 4 single output generated from the 1 terminal, there aremow  out-
least two AND gates connected to the same primary input are domi- m '

nated by the dominator. puts generated from th@ terminals. TAait of eachm-bit termi-
nal is connected to the input of tB&® gate denoting thé" output, if
6.2.1 Power Reductions Due to Dominator Selection this bit is 1.

The power saving due to dominator selection is due to the fact that2 Explicit Sharing

dormnfators, " gfeneral, gre off most of the time. If the probability OfShannon Graphs for multiple outputs are regarded as Shannon Graphs
switching for an inpuk; is denotggl , then the expected unbufferegi, multiple roots. An example appears on the left in Figure 6.

power consumption to charge  gatespkP : The shaded nodes in this figure represent shared nodes between the
- ] ] two Shannon Graphs. If this sharing in the Shannon Graph is to be
If the probability of a dominatog  of thode  gates evaluating to 1 igxp|oited in the Shannon Circuit, the problem is obvious just from
denotecpg , then the buffered power is derived as follows. The inputonsidering a traversal on the Shannon Graph. Assume we get to the 1
. . terminal: how do we know which of the two outputs is 1, or whether
X must now charge only one gate with power consumpthnl pf
both are?
There 1S om-a.ne\AND g_at_e withk fanout.t.hat undergoes a trar.15|t|on There are two methods that may be used to resolve this difficulty:
with probability p, Pg - giving a total transition power consumption of Time-Division Multiplexing and Disambiguation Lines.
p.p kP. There is an increase in fanout of one on the dominator which ] o o
Ma » ) ) 7.2.1 Time-Division Multiplexing
accounts for additional power pfqP . Recalling tBaable is set to

high and low for each input vector yields the total buffered powep'ime-Division Multiplexing requires one enable line per output and

. K L uses time to disambiguate which output is being computed. The
consumption pip * ZPQFPi * 193 - A saving in power consump- Enable line for the first output is set to 1 and all others to 0; the value

on is achieved i p; (k=1) of this output is then read. The Enable line for the first output is then
tion Is achieved | >Pp set to 0 and the Enable for the second line is set to 1 and the value of
Z%Bi k+ 1DD g

the second output is read. The process is repeated for each output, in
This expression is evaluated for each dominator to determine wheth@én, until all the output values have been computed. All the Enable

it is worth buffering. While the exact value pé at which it is worth lri:eesataerde then set to 0, the inputs are changed, and the cycle is
buffering is dependent upon the constants, asymptotically the limit asp ’

ktends to infinity is 0.5. 7.2.2 Disambiguation Lines
6.2.2 Multiple Dominators: Dominating Sets A second approach to sharing computes all the outputs at the same

) ] time, but uses a small amount of additional logic to remove the ambi-
It is often the case that a node in a Shannon Graph has only one do'&\ﬂity associated with the shared logic.

nator, the root, which is useless for power reduction. In this case dom-
inator selection can still be performed usindaninating setA



FIGURE 5. Schematic of Shared Output Disambiguation The problem is that there are two distinct entry points to the shared
section (this only occurs if the shaded and bold paths enter the shared
circuit at separate points, since there can only be one active path from
any point in the circuit), and both of these are set to 1. The solution is
to bar this possibility by enforcing that separate entry edges to a
shared section, starting from different roots, have disjoint characteris-
tic functions (the characteristic function of an edge is simply the set of
input vectors which set that edge to 1). This rule is easily enforced
(logic is duplicated in this case, rather than shared), and easily
This is shown schematically on the left in Figure 5. Assume there is @hecked on Shannon Graphs. Note that the amount of logic to imple-
rising signal on the output of the shared logic. For which output dignent disambiguation is small: generally t®&® gates and aAND

this rising signal emanate? Did this signal emanate from the shadedte per output. In addition, there is a maximum of three additional
path (in which case output 1 should rise); or from the striped path (itransitions per output.

which case output 2 should rise); or from some third, shared path (in

which case both should rise)? 8  Pipelining

If a 1 propagates to the shared logic from Circuitl, then there must t??ccasionally
a 1 on one of the wires crossing from the un-shared part of Circuit X
into the ts]hared sectP:o_n O_f th? circuit, ar;]d S|hm|Iar_Iy fofr CIrCl;'tz‘technique even in this case by partitioning the circuit into a set of sub-
Hence, the approach Is simp y @R together the wires from the  circuits. The outputs of each sub-circuit form inputs to the next.
unshared section to the shared sec#i) the result with the shared Latches are used to separate the outputs of one pipeline stage that are

output andOR the result of thahND to the output of the Shannon ', 1« 15 the succeeding pipeline stage. The Shannon Graphs for each
Graph in question. The result of this on the example circuit is ShoWQub-circuit are then created and evaluated in a pipeline fashion.
in Figure 6.

Circuit2 Circuit2

Circuitl

A) \

it is uneconomic to form the Shannon Graph for a cir-
it, e.9. a combinational multiplier. It is possible to use the proposed

Pipelining may also be used in a multiple-output circuit when an out-
FIGURE 6. Disambiguation of Two-Output Circuit put function can be compactly expressed as a function of some other
output functions. By computing the latter outputs first, the former may
be evaluated with potentially lower power consumption.

9 Results

Experimental results comparing the power consumption of Timed
Shannon Circuits against area optimized circuits are summarized in
this section. The complete set of two-level examples from the MCNC
benchmark suite is considered. A multi-level circuit optimized for
area is created for each example using the standard script, called
script.ruggedin the logic optimization program SIS available from
U.C. Berkeley. Next the circuit is decomposed into a network of two-
input simple gates.e. AND, OR gates with possible inversions on
the inputs and outputs). This circuit is used for estimating the power
consumption at the technology independent level. This circuit is
mapped to the gates in a given technology libr#r2,genlibin this
case, to obtain an area-minimal implementation in a specific technol-
ogy. This circuit is denoted the optimized circuit.

Power consumption is estimated using a timing simulator to deter-
mine the transitions at each gate in a circuit. In this experiment the
power consumption is estimated by obtaining the power consumption

I:l Graph2

- Graphl using 1000 randomly generated input vectors. The power consumed at
a gate is measured using the formula described in Section 2. Since the
I:I Shared F G quantitiesV andf are constants for a circuit, the total power is given as

Z piCi . The load capacitamdéi on each gate in the mapped cir-

The disambiguation logic described up to now is enough to resolvéy
the ambiguity in the example circuit, but could lead to errors if it iscuit is obtained from the characterization provided by the library.

applied carelessly. This !s SUOW.” schematically on thg right ir1’he Timed Shannon Circuit is created for each circuit using the BDD
Figure 5. The shaded path in Circuit2 and the bold path in Circuitl a(rgackage available in SIS. The area and power optimization techniques

active. The shaded path does not terminate at an output. The b tlined in Section 5 and Section 6 are employed in obtaining a circuit

path, however, goes all the way to the output and the correct answWelijlht is minimal with respect to power consumption. During the condi-

this case is Outputl = 1, Output2 = 0. However, if the dlsa‘mb'guat'oﬁonal selection process a two-input simple gate model, with load

logic given ahave is blindly implemented, the reported Output2 is L pacitance equal to the number of fanout, is used to estimate the

Note that an edge crossing the boundary from the unshared part,r? wer consumed before and after each transformation. Technology

Circuit2 is 1, and the output of the shared part is 1. This is all that 'ﬁ1apping is performed using the map command in SIS to realize an
required, according to the discussion above, to set Output2 to 1.



area minimal circuit with no regard to either the delay or power conFigure 8 illustrates the correlation between the area and power ratios
sumption of the resulting circuit. between the area optimized circuits and the Shannon circuits at the

The Shannon Circuits consume less power than the optimized circuﬁi’s,(:hmlogy indepemdent and technology dependent levels. Observe

in 23 of the 38 examples, with the average power ratio between tﬁ e good correlation between the power and area estimates at the tech-

optimized and Shannon circuits being 1.87 (using the technologgggg?/ud;%eir;dtir:;ggr'gtehcr:rslology, which indicates the validity of the

dependent power consumption). This corresponds to an avera
reduction in power of 47% for these 23 examples. The area of thdo conclusions are apparent about the trade-off in the delay between
Shannon Circuit is less than that of the optimized circuit for 3 of thesthe Shannon Circuit and optimized circuits. On about half of the cir-
examples. Excluding these from consideration, the average area ratiouits where the Shannon Circuits consume less power, the delay of the
between the optimized and Shannon circuits is 0.56, which correéechnology mapped Shannon Circuits is also less than that of the opti-
sponds to an average area increase of 44% for the 20 examples whesieed circuit. However, note that the technology mapping algorithm
the Shannon Circuit consumes less power but occupies more area. has been invoked to realize an area-minimal circuit irrespective of the
resulting delay. A more comprehensive experiment to explore the

FIGURE 7. Power and Area Comparison between Optimized and area-delay-power trade-off remains for the future.
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Example 0.8 - L - L
Although the power consumed by the Shannon Circuit is larger tha ' [ ) =]
the optimized circuit for 14 of the 38 examples, note that 9 of these 14™"
examples are very small circuits. The difference in the power con-0- Example

sumption on 2 of the remaining 5 circuits is very small. However, the
power consumed by the Shannon Circuits for three examples is suReferences
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