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1. Abstract
We present an algorithm for accurately controlling delay Alc ' ca D
during the placement of large standard cell integrated circui C6

Previous approaches to timing driven placement could n
handle circuits containing 20,000 or more cells and yielde B_|
placement qualities which were well short of the state of tt
art. Our timing optimization algorithm has been added to tt
placement algorithm which has yielded the best results e\ C

reported on the full set of MCNC benchmark circuits, incluc —
ing a circuit containing more than 100,000 cells. A novel pir_ o
pair algorithm controls the delay without the need for us#igure 1. Example circuit.

ath specification. The timing algorithm is generally applice ) ) ) :
gle to phierarchical, iterative gplagement mgthods. {Jsiﬁg thPaths which exist between pins of a gate. The weights of these
algorithm, we present results for the only MCNC standard c€dges are fixed by technology and device physics. The exter-
benchmark circuitsfiact, struct, and avg.small)for which @l edges denote paths created by the signal network. The
jweight of these edges depends on the length of the intercon-

timing information is available. We decreased the delay of t . . h h
longest path of circuifract by 36% at an area cost of 0n|ynect. The goal of the placement algorithm is to satisfy the time
bounds for all signal paths through the circuit.

2.5%. For circuitstruct the delay of the longest path was
decreased by 50% at an area cost of 6%. Finally, for the lai A,._}.\, )

C5

C

AN

(22,000 cell) circuitavg.small the longest path delay was
decreased by 28% at an area cost of 6% yet only doubling
execution time. This is the first report of timing driven place g
ment results for any MCNC benchmark circuit.

2. Introduction ; ) ‘_E>

A placement algorithm must control the wire lengths on g > .>V°4>°
set ofcritical signal paths If the parasitic delays are large
enough for these critical paths, the circuit may not functicrigure 2. Timing graph for the example circuit of Figure 1. The nodes of
properly. In general, there is an upper bo[ﬁag on the tinthe graph are the signal pins. The edges of the graph connect the pins.
t, that a signal may propagate from the input to the output fThere are two types of edges. The thick edges are signal paths through
which the circuit still functions, the gates whereas the thin lines denote the signal nets.
t<Typ Q) Often the designer knows the timing constraints between
a primary input pin and a primary output pin (such as B and E
The delay from input to output can be decomposed inin Figure 2) but does not know the gates or nets of the paths
two pieces: component or gate delay and parasitic delay. Toetween them. In Figure 2, there are three unique paths
placement algorithm must ensure that all wiring parasitics ebetween pins B and E. The longest time among the three paths
within their bounds. will set the upper bound on the time delay. However, some of
Figure 1 shows an example of a digital logic circuitthese paths may be logically or temporally incompatible and
There are three inputs (A, B, C) and two outputs (D, E). are thereforefalse pathsA timing constraint for a false path
The gate and wiring delays for this circuit may be reprds meaningless since the path can never be switchgeehei-
sented using a timing graph as shown in Figure 2. The timitized A false path unnecessarily constrains the placement
graph is a weighted directed acyclic gragagj. The nodes of problem.
the graph represent the signal pins of the circuit. The edges  Previous timing driven placement schemes have either
the graph connect the pins. Each edge has a weight cobeen net-based [1] [4] [7] [9] [12] [14] [19] [20] or path-based
sponding to the propagation delay. There are two types algorithms [2] [5] [8] [11] [14] [15] [17] [18]. Net-based algo-
edges: internal and external. The internal edges are sigrithms seek to control the delay on a signal path by putting a
separate constraint on each net in the signal path. This usually
~32nd ACM/IEEE Design Automation Conference O _ severely overconstrains the placement algorithm since some
mtnt];]?g)n {0 Cgrgyn"(;/t'tg‘]gléggf ?j'i' Sggtgifetdmfg;'ZiTgtHgn;%%%?;edaaegn\{'d? of the nets in the path may be well shorter than their bounds
the ACM é)opyright notice and thetitle of the publication anditsdateapp?iar: |mply|ng_ that the Other nets C.OUId accommOdate more delay
Computing Machinery. To copy otherwise, or to republish, requiresafee  Consequently, the placement quality suffers badly since the
and/or specific permission.  [J 1995 ACM 0-89791-756-1/95/0006 $3.50  g|gorithm seeks to make nets shorter than they really need to
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be. Path-based approaches correctly model the problem description of the various ways in which timing constraints
have previously been limited to small problems. As a consmay be specified by users and how the algorithm efficiently
guence, path-based approaches have not been adoptehandles the potentially huge numbers of critical paths. Finally,
industry. we show how we handle sequential circuits.

In this paper, we present a path-based timing drive . .
placement algorithm which can handle very large integratt4'1 Computing the Delay on a Critical Path

circuits. The paper is organized as follows. In Section 3, V. The arrival time (delay)l, for a pafhis the summation
review the necessary fundamentals of the placement algorityf o)) the net delayD,,  for the path.

upon which we base our new approach to timing driven plac "

ment. The new timing optimization algorithm is presented i T.(p) = Z D, (2)
Section 4. In Section 5, we describe how the timing optimiz ofp

tion algorithm was extended for hierarchical placemen  The delay for a single natis the sum of the intrinsic gate
Finally, in Section 6, we present our results. delay T, associated with the driver of the neand the prod-

3. Review of the Basic Placement Algorithm uct of the equivalent driver resistan&, , and the total load

capacitance seen by the drivgy.

We felt that we could develop the most effective timing
driven placement algorithm by adding the new timing optim D, = Th+R.C, ®)
zation algorithm to the most effective row-based placeme
algorithm available, namely TimberWolfSC version 1. In thii ~ The total capacitance for a net has two components: gate
section we review the relevant aspects of the TimberWolfSinput capacitanc€;  and parasitic capacnaﬁge
version 1 placement algorithm. 2: —C.+C ! @)

Figure 3 shows the hierarchical placement methodolos n= Y6, ¥p,
described in [16], which combined a new clustering techniqt
with a new approach to simulated annealing. The origin
netlist is hierarchically clustered into various levels of netlist:
Then the new approach to simulated annealing was used
place those various levels of netlists.

During placement, we can estimate the parasitic capaci-
tance using the half-perimeter bounding-box metric where
C, and C_ are the capacitance per length inxtendy
diréctions réspectively, ang, (n)  ar®g (n) are the hori-
zontal and vertical spans, respectively, of the bounding box of

Second Level Netli Height = 2 row height netn.
econd Level NetlisPlacemen oughly 16 cells/cluste, Cpn - CLXSy (n) + CLySS, (") -
C|USterinngDeCOmpose / 1st level clusters Substituting (4) and (5) into (3), we get:

Dy = Th+RCo +RC S(n) +C §(M]  (6)

We can precompute the terms in the summation which do
not depend on wire length by defining:

it Height = 1 row heigh

First Level Netlist ) Placeme Roughly 4 cells/clustg

Clusterinng Decompose

K, = T.+R.C 7
Original Netlist Placemen p sz[ n n Gn] @)

This results in the following simplified equation for the
arrival time:

In the clustering stages, the original netlist is condens: = + +
into the first and then the second level netlists. The produc Ta(p) DZ R"[CLxS*(n) CLy%(n)] Ky (8)
clusters in the higher level netlists have similar size, whic P
greatly aids the annealing placement stages. In the placen4.2 Cost Function
stages, the condensed second level netlist is placed using ¢ We now show how critical path delays enter into the com-
ulated annealing at the higher temperatures. Then the secputation of the simulated annealing cost function. The penalty
level netlist is decomposed back to the first level netlist. Cedue to timing for a path is zero unlesg, (p) is greater than
of the lower level netlist are randomly placed within the rancT, (p) in which case
of the cluster to which they belong in the higher level netlis P(p) = T,(p) -T.,(p) 9)
At the new lower level, these cells may then move outside t &t “’
bounds of the higher level cluster. The first level netlist is thévhere the user has specified an upper bo{lpg on the
placed at the middle temperatures. Next, the first level netlréquired arrival times. . »
is decomposed back to the original netlist, and the origin  The total timing penalty; is just the sum over all criti-
netlist is placed at the lower temperatures. There are two clcal paths:
tering stages and three placement stages. The right hand : Ny
of Figure 3 shows some typical values. P, = Z P(p) (10)

p=1

4. Timing Optimization Algorithm

We now present our new timing optimization algorithm ~ The simulated annealing cost functiGreonsists of two
We will first describe how the delay on a critical path is conterms. The first term is the total wire length, representéd by
puted. We then show how critical path delays enter into tlThe second term is the timing path penalty funciign
computation of the simulated annealing cost function. . C = W+AP; (11)

Figure 3. Hierarchical Placement




A very large value oh ~will surely satisfy all iming con- ajgorithm _Simulated-Annealing-With-Timind.K)
straints (if they can be satisfied) but will result in poor value 1 {FP} . readFalsePaths()

of W. Conversely, too small a value df  will yield very gooc NS

values of W but with some of the time constraints remainir_2__buildTimingGraph(V, E)

unsatisfied. We therefore experimented to find a relationst 3 determine initial temperature

for A which did not degrad#/ , and correspondingly the chi 4 start with a random initial placement of the cells
area, but which satisfies all the feasible path constraints. Sit 5 or each of the 150 iterations of the outer latop
6
7
8

the ratio of paths specified to the total number of nets w do
vary from zero to a large number from circuit to circuit an
generate a move

run to run, we had to ensure that the timing penalty term w _ _
felt, regardless of its absolute value. The best results we determine whether to accept/reject based @

obtained when we assigned 9 periodically adjust the temperature
AW 10 until iteration is complete
A=3 Dﬁ (12) [T Toreachd = (s ) OP do
. L _ 12 {Ta} , < findMLongestPathgs, t, M)
where AW is the average change in wire length &Rd 113 giscard all but thi costliest paths
the average change in the timing penalty measured during

first iteration (line 5 in Figure 4) of the simulated annealin 4 unt’ cost cannot be reduced any further

; e ; ; i Figure 4. Modified simulated annealing algorithm with timing analysis.
algorlthm. This |mplles that the Changes in the timing penal After each iteration of the outer loop, a new set of timing constraints is

are (in some sense) three times as important as the change generated. An upper bound oM such constraints are generated for ec
the wire length. pin-pair. The key new steps in the timing driven placement algorithm ar

It should be noted that there is no fundamental reason - enclosed by the boxes.
using the lumped capacitance model in the timing analysal ; ; .
. : : gorithm to calculate the longest path in the graph in
g)r?igrgngtejil:eva/h;ghv\llgﬁorporate resistance of the routing I""O(V+ B time. It further allows the use of Dreyfus's method
o= e o to compute all the remainirlg longest paths of a single pin-
4.3 Specification of Critical Paths pair in time complexityO (Mnlogn) [3][13]. This is in con-

We now describe the ways in which timing constrainttrast to Yen's, method for general networks with time com-
may be specified by users ar?/d how the algoritghm efficieniPlexity O (M) [21]. Dreyfus's method finds paths in which
handles the potentially huge numbers of critical paths. TIréPeated nodes are admissible paths in a general network. We
simplest way for users to specify critical paths is by listing trS€€k paths without repeated nodes. Since the graph is a dag,
sequence of nets comprising a path. However, often usersféPeated nodes are not possible.
not know which paths are critical through the circuit. Instear . After each iteration of the outer loop, a new set of paths
they are concerned with the timing delays between the pt® P& monitored is created in lines 11 through 13, For each
mary inputs and primary outputs of the integrated circuit. 1SPecified pin-pair, th#! longest paths of this pair are found by
this latter case, our timing optimization algorithm must finn€gating the edge weights of the timing graph and running the
all the relevant critical paths. M shortest paths algorithm. This is possible since the timing

The number of critical paths that could potentially violatd'@ph is a dag. These paths are now treated as time critical
delay specifications can be truly large and unwieldy. Not onPaths and (9) is used to determine the cost. In line 13, all but
might the user list a vast number of critical paths, but betweth€ costliesK time critical paths are discarded. The parameter
a single pair of 1/0 pins there may be huge number of noK controls the number of paths to be monitored during a sin-
false signal paths. If all such paths were entered into the cdl€ execution of the outer loop. We have found empirically
function in the manner described in the previous subsecti¢hat updating the list & costliest paths every iteration is suf-
the computation time for a placement run can go up by orddicient to meet the timing specifications. Updating it more
of magnitude compared to the unconstrained case. The se

often only increases the total CPU time but does not yield bet-

to controlling the run time hit is to have the annealing algd®" timing performance. Updating it appreciably less often can

rithm pay attention to only thi& costliest paths (those pathsCause the timing penalty function to fail to converge for some

yielding the largest penalty as in (9) in the previous section)CI'cults.

any given time. Of course, it is vitally important that this lis i ireLi

of K costliest paths be updated often enough during the cou4'4 Sequential Circuits

of an annealing run. And updating the list more often the  Until now we have described how to optimize a strictly

necessary wastes computation time. combinational circuit. In these circuits, the input/output pin-
We modified the simulated annealing algorithm as showvpairs are relatively easy to discover. We simply need to exam-

in Figure 4. The first step of the algorithm reads false patine the cross product of primary inputs and primary outputs.

designated by the user. The user may remove any false piThe cross product yield© (mn) pin-pairs, assuming

by enumerating them in a file. This is similar to the TA timingnputs andn outputs. Many of these pin-pairs have no path

analyzer which allowed the user to addlay modifiersto  between them. To save computation time, we preprocess the

indicate that a path was not possible [10]. The false paths npin-pairs before the placement process begins and retain only

be obtained by using external timing analyzers. those pairs of I/O pins which have at least one path between
In the second step, a timing graph for each specified pithem, thereby avoiding unneeded searching in the timing

pair is constructed. The timing graph construction routine crgraph. We employ a similar technigue for synchronous cir-

ates a directed acyclic graph (dag). It is important that tlcuits.

graph be a dag; the dag's special properties are exploitec In a sequential circuit, the cycle time is determined by the

the M shortest path algorithms. It allows the use of the PEFlongest delay on a combinational path between an output of



one storage element and the input of another (or the sarAmong the 17 paths froX to Z, it was discovered that five
storage element. In timing driven placement we seek to miipaths were much longer than the others. Curiously, the best
mize (or control) the longest path delay between storage eaverage results were obtained when wévsetb. In this case,
ments. To discover the connected pairs of storage elemetthe longest timing path through the chip was reduced by 41%.
we examine each of the outputs of a storage element in tLOur experience suggests that this is because the algorithm was
Each output is used as a source in the PERT algorithm; not distracted by the easily satisfiable paths.

inputs of storage elements are used as targets. The long
path algorithm is executed. If a target has been labeled by
algorithm, a path exists between these pairs. We output t
pair and continue until all storage element outputs have be

Table 1 Circuit and timing graph characteristics.

exhausted. We were able to process the 4007 sources Circuit # cells # nets VIC] E[C]
4277 targets found in the benchmark ciravig.smallin less fract 149 171 486 588
than 800 seconds (a small portion of the overall run time) o

DECstation 3000/400. The timing graph for this circuit ha] Struct 1952 1984 5535 7134
64074 nodes and 80508 edges. The preprocessing prog| avq.small 21918 22178 64074 8050€|3

located the 33,829 viable pin pairs out of a possible 17 millic
in this circuit. A decrease in the delay for the other (lower delay) paths
i ; was also realized. The average delay in the circuit was

5. Hierarchical Placement . reduced from 115 nanosecondsgto 37 n)r:moseconds, a savings

Recall from Section 3 and Figure 3 that our placemeof §7%.
algorithm is hierarchical. That is, dUring the first two of the Table 2 compares wire |ength, area after g|0ba| routing,
three placement stages, clustered (or condensed) versionand execution times for each case. Wkieis set to 1 an# is
the original flat netlist are used in the simulated annealiiset to infinity, the longest path delay was reduced by 36%,
algorithm. . ) with an area penalty of only 2.5% and an execution time

If the only critical paths are those actually listed by thincrease of 16%. Generally, the area after global routing corre-
user, it is straight forward to incorporate timing in the first twjates with the wire length after placement. For this circuit,
(clustered) placement stages. The lengths of nets which dynamically searching (at the beginning of each of the 150
fully internal to a cluster are unknown and rather short, aliterations) and retaining only the longest among the set of

hence the delays due to these nets can be successfully aprpaths for each pin pair yields excellent results with minimal
imated to zero. Only the delays due to inter-cluster nets neincrease in the execution time.

to be computed by the timing optimization algorithm. o

However, if pin-pair constraints are present, problenrTable 2 Results forcircuit fract (K = o).
arise if one attempts to simplify the timing graph during clus
tering. The clustering will generally induce cycles in the sin

plified graph. Removal of the cycles will remove valig unconstrained ~ M=1 M=5 M=17

consFtrair:Ls. ain the flattened timi longest path 208ns 134ns 124n$ 130ns
or these reasons, we retain the flattened timing gra—

throughout all of the three placement stages if pin-pair co_Wire length 57276 60691 63073 61209

straints have been specified. Steps 11-13 of Figure 4 are m¢ area( | .2) | 1.56x10° |1.60x10° | 1.68x10° | 1.58x10°
fied slightly. As before, the delays due to intra-cluster nets & time 670 sec 801sed 966 sec 1201 sec
approximated to zero and hence their edge weights are se ]

zero in the flattened timing graph. All inter-cluster edges @ To further reduce the run time, the number of time critical
updated with their parasitics based on the half-perimetpaths retained at the start of each iteration was pruned to only
bounding box metric (as before). The graph is then searctthe 5 costliest paths. Table 3 shows the delay of the longest
for the longest M paths discarding all but Kneostliest paths. path using pruning. Notice that the longest delay path did not
These paths are then simplified by removing any intra-clusiincrease (actually decreased). In Table 3, we see that the area

edges. The simulated annealing based placement optimizaiafter global routing also remained the same. In addition, the
proceeds for another iteration using this set of paths derivcpU time was reduced.

from the original timing graph.

6. Results Table 3 Results for circuitfract using pruning.

Three MCNC benchmark circuits contain timing infor
mation. The first twofract and struct have combinational M=1, K=co M=1, K=5
paths between their primary inputs and primary outputs. T
third, avg.smallis a sequential circuit. Table 1 displays th¢ !ongest path (ns) 134 131
charﬁcteristics of the benchmark circuits and their timin wire length 60691 60322
graphs

For circuitfract, the most interesting pair of I/O pinsds area im? ) 1.60x10° 1.60x10°
andZ with 17 unique paths between them. Table 2 compar— o (secs.) 801 750
the effect of varyingM, the maximum number of longest

paths generated for each pin pair, on the longest path in ) )

circuit. In this case, none of the constructed paths were prur ~ In Table 4, the longest delay in the circattuct was

(i.e. K = »). The results of using the pin-pair timing algo-reduced from 907 nanoseconds to 449 nanoseconds, a reduc-
rithm are dramatic; the longest path delay decreased by 3¢tion of 50%. The user needed no knowledge of the time criti-



cal paths in the circuit. The longest paths in the circuit weReferences

discovered and optimized automatically. Table 4 contrasts t
wire length, chip area, run time, and memory utilization fc[1]
the unconstrained and constrained cases. Here, a 6% incre
in area results in a 50% decrease in longest path delay. No
that the run time remains feasible and memory utilization [2]
comparable.

Table 4 Results for benchmark circuitstruct

(3]

no constraints M=1, K = 2000
longest path (ns) 907 449 y
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run time (secs.) 802 2175
memory 34 Mbyte 37 Mbyte [6]
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7. Conclusions

We presented an algorithm for accurately controllinf14]
delays during the placement of large standard cell integrat
circuits. Previous approaches to timing driven placeme[15]
could not handle circuits containing 20,000 or more cells at
yielded placement qualities which were well short of the sta
of the art. Our timing optimization algorithm has been adde 16]
to the placement algorithm which has yielded the best rest
ever reported on the full set of MCNC benchmark circuits[l7]
including a circuit containing more than 100,000 cells. /
novel pin-pair algorithm controls the delay without the nee
for user path specification. The timing algorithm is generall
applicable to hierarchical, iterative placement methods. Usi[18]
this algorithm, we present results for the only MCNC standa
cell benchmark circuitsfr@ct, struct, and avg.small) for
which timing information is available. We decreased the deld19]
of the longest path of circuftact by 36% at an area cost of
only 2.5%. For circuistruct, the delay of the longest path was
decreased by 50% at an area cost of 6%. Finally, for the laizq
(22,000 cell) circuitavg.small the longest path delay was
decreased by 28% at an area cost of 6% yet only doubling
execution time. This is the first report of timing driven place[21]
ment results for any MCNC benchmark circuit.
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