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Abstract| This paper describes a technology map-

per for FPGAs with the complex structure of logic

blocks. Most technology mappers developed so far are

not e�ective for such complex logic block architectures

as XILINX XC4000 series. The proposed mapper ap-

plies a constructive mapping algorithm and fuzzy logic

rules to balance such criteria as area, timing, routabil-

ity and others. Performance of the mapper is demon-

strated on the set of MCNC benchmarks.

I. Introduction

FPGAs (Field Programmable Gate Arrays) are among
the most popular types of ASICs. In SRAM-based FP-
GAs, which are the focus of this paper, any k-input
Boolean function is implemented by using 2k bits of look-
up table.

Recently, many technology mapping algorithms were
developed by universities and by industry. Among them
are Chortle-crf [4], Chortle-d [3], Flowmap [9], mis pga
[7], VISMAP [6], XILINX's XNFMAP and PPR [11], and
others.

The majority of technology mapping methods are de-
signed to map a Boolean network into the XILINX
XC3000 FPGA circuit structure, where each CLB has 25

bits of SRAM LUT capable of implementing Boolean ex-
pressions with up to 5-inputs. As the FPGAs has become
more popular, the FPGA architecture has evolved. In the
new SRAM-based FPGA architectures, such as XILINX
XC4000 [2] or AT&T's ORCA [5], a con�guration of a
single CLB becomes more complex.

For example, some substantial limitations are imposed
on the mapping procedure for XILINX XC4000 FPGAs.
Two of three inputs to the upper-level look-up table (H-
LUT) should be outputs of the lower-level look-up tables
(F-LUT and G-LUT). The second important restriction is
that only two outputs are allowed in one CLB, either di-
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rectly or via ipops. Restrictions mentioned above limit
direct applicability and e�ciency of the many previously
developed algorithms to this new architecture.

In this paper the MOFL (Multi-criteria Optimization
using Fuzzy Logic) technology mapping algorithm for
complex CLB structures, particularly for the XILINX
XC4000 family of FPGAs, is introduced. The input to
the MOFL technology mapping procedure is a DAG of
Boolean expressions. Prior to the technology mapping,
the SIS logic optimizer [1] is applied to logic input.

The proposed algorithm utilizes memory resources of
CLBs in order to obtain better timing performance with-
out sacri�cing area.

It is well known that timing is one of the main weak-
ness of FPGAs. But often it is very important to obtain
the best timing performance without substantial losses
in area. This work addresses this aspect of the mapping
procedure.

Most of the known mapping algorithms [4], [3], are
based on decomposition of the input network, presented
usually in a graph form, into a set of fanout-free trees or
a set of small pieces of graphs. When the network is de-
composed into a set of trees, a technology mapper loses
the exibility of mapping over the boundaries of trees.
The proposed technology mapper does not decompose the
DAG network into trees but directly uses the graph as a
source structure for the technology mapping algorithm to
retain exibility in optimizing delays.

The MOFL technology mapping algorithm applies
fuzzy logic for mapping of gates to CLBs. The fuzzy logic
approach was successfully used for such CAD applications
as placement for standard cell [13] and sea-of-gate design
styles [12].

II. Fuzzy Logic Background

A classical (crisp) set is normally de�ned as a collection
of elements or objects. For a given set A � X , each
element x 2 X either belongs to the set or does not belong



to the set, whereX is a set of elements denoted generically
by x.
But fuzzy sets are di�erent from classical sets in that

they allow partial or gradual degrees of membership. A
fuzzy set ~A over X is de�ned as a set of ordered pairs:

~A = f(x; � ~A(x)) jx 2 Xg;

where � ~A(x) is a membership function which associates
with every member x of X a number in the interval [0,1],
representing the degree of membership of x in A.
To represent fuzzy sets, linguistic variables are generally

used [8]. The values of linguistic variables are not numbers
but words or sentences in a natural or arti�cial language.
For example \age" is a linguistic variable whose values
can be \young", \old", \very old" and so on. Fig. 2
represents an example of membership function \young"
de�ned graphically for the linguistic variable \age".
Fuzzy decisions are made using plain language rules

describing relations between linguistic variables and thier
values de�ned by membership functions. Rules are stated
in a simple IF/THEN format and input values can be
combined using and or or operations. Min and max

are most commonly used functions for fuzzy intersection

(and) and union (or) operators, but other functions were
also proposed [15] for more sophisticated applications.
(See Sec. III.A)

III. Multi-criteria Optimization Using Fuzzy

Logic

In many cases, solutions of engineering problems re-
quire an achievement of several goals simultaneously.
In FPGA mapping, there are several objectives to be
achieved: area, delay, routability and others. All these
objectives can not be opmitized in the same time, be-
cause they may contradict to each other. Thus, the best
compromise for multiple objectives is a solution which
balances them.
The multi-criteria optimization problem can be pre-

sented as selection of x 2 X which optimizes the decision
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function D(x)

D(x) = f(C1(x); C2(x); � � � ; Cn(x))

where X is a solution space and Ci's are criteria de�ned
over the set X .
In the proposed MOFL system, the multi-criteria op-

timization procedures are used for selection of nodes to
be mapped into each CLB. The decision function D(x) is
implemented by a multilevel function of fuzzy logic oper-
ators de�ned by fuzzy rules. Fuzzy logic model is selected
because classical models are poorly suited for a solution
with multiple criteria and varying degrees of importance
of di�erent objectives during design process.
In the following subsections, fuzzy logic operators used

in this work and the methodology of balancing multiple
criteria of varying importance are described in detail.

A. Application of compensatory fuzzy And / Or opera-

tors

Several methodologies have been proposed for multi-
criteria decision-making [16]. Most of them use single
aggregation operators such as min, weighted sum, or -
operator [10] to devise a decision function from multiple
criteria.
The decision-making process can be represented in

fuzzy logic form by a set of IF/THEN rules, which include
combinations of and and or operators. Such representa-
tion allows to reect complex interactions between goals
in decision-making.
In many fuzzy logic applications, min and max opera-

tors have been used as fuzzy intersection (and) and union

(or). But min and max are not the only possible opera-
tors to model intersection and union. The operators in
fuzzy logic are divided into two categories: compensatory
operators and non-compensatory operators.
For the non-compensatory operation, the weaker ele-

ment of the operator cannot compensate for the stronger
element. For instance, in max operation, which is a non-
compensatory operation, the criteria with smaller value
cannot inuence the result of the max operation. Min is
also a non-compensatory operation, while the product and
algebraic sum are.



In multi-criteria optimization, it is important to make
use of all the information for every criterion. This goal can
be better served by using intersection and union operators
de�ned by Dubois & Prade [15]. These operators provide
compensatory results according to the value of parameter
�.
The intersection and union of two fuzzy sets ~A and ~B

are de�ned as

� ~A\ ~B(x) =
� ~A(x) � � ~B(x)

maxf� ~A(x); � ~B(x); �g
; (1)

and

� ~A[ ~B(x) =
� ~A(x) + � ~B(x) � � ~A(x) � � ~B(x)

maxf(1� � ~A(x)); (1 � � ~B(x)); �g

�
minf� ~A(x); � ~B(x); (1� �)g

maxf(1� � ~A(x)); (1 � � ~B(x)); �g
(2)

where for � 2 [0; 1]
Operators in this form present the case of dual logic,

which enables to combine fuzzy logic and crisp logic.
Fuzzy logic operations de�ned according to (Eq. 1) and
(Eq. 2) are used in the decision-making process described
in the following sections.

B. Ranking criteria using preference rules

The degree of importance associated with each criterion
may vary during a design process. There are many meth-
ods to assign a numerical value to importance of criteria.
This process is called `ranking'.
The most popular method of ranking is a method of

weighting coe�cients. In this method, averaging opera-
tors are used as aggregators of criteria. But ranking e�ec-
tive for one operator may not work for other aggregation
operators.
In the proposed system, this method of weighting ex-

ponents is applied. The intersection operator (Eq. 1) is
composed of the min(� ~A; � ~B) and the algebraic product
� ~A � � ~B . The method of assigning larger exponents to
the more important criteria works also properly for the
algebraic product operation. The variable with the larger
exponent receives a bigger inuence on the product, as it
is expected.
For the union operator (Eq. 2), the way of weighting

exponents is di�erent. The result of union operator, com-
posed of max and algebraic sum, is more inuenced by
the larger value of the participating criteria. Therefore, a
smaller exponent should be given as a weight to the more
important criteria. This makes the membership grade of
the resulting union in the solution set of decision function
D more dependent on the important criteria.

IV. Technology Mapping Strategies

A. Overview of a Mapping Algorithm

The purpose of our algorithm is to map a given DAG of
Boolean equations to an FPGA format in a way that sat-

is�es multiple objectives, with preferences given to some
of them. In the proposed mapping algorithm, a heuristic
is used in a constructive manner.
From a given DAG, an algorithm selects the best node

to start mapping to a CLB. In this selection process, a
set of fuzzy logic criteria is used for choosing the best
candidate.
Starting from the seed node, the mapping is contin-

ued to the nodes connected to the already mapped node
in the CLB until no more node can be mapped into the
CLB. Among the three LUTs of CLB, H-LUT is packed
�rst with the seed node, and then F-LUT and G-LUT are
packed.
The procedure H map is used to map the chosen seed

node to H-LUT. The procedure H map continues mapping
of nodes connected to the �rst node until the capacity of
H-LUT is exhausted; then it selects nodes to start map-
ping to F-LUT and G-LUT in the current CLB. The out-
puts of the selected nodes, which are called H-F in and
H-G in, are connected to H-LUT as depicted in Fig. 1.
The procedure F map is used to map nodes to both F-LUT
and G-LUT, which are functionally identical.
The procedures H map and F map select nodes to con-

tinue mapping using fuzzy logic rules similar to those used
in the selection of a seed node for a new CLB. Details of
a fuzzy logic implementation will be discussed in the fol-
lowing sections.
After mapping is completed for one CLB, a new seed

node is chosen for a new CLB, and the above sequence is
repeated until all the nodes of the given DAG are mapped
into a CLB network.
However, there are some cases when the above sequence

cannot result in e�cient utilization of the CLB capacity.
For instance, when the subnet for the chosen node is small
enough to �t into a single F-LUT, it is more e�cient to
map the subnet into a single F-LUT than to use the entire
CLB of three LUTs.
In another case when the nodes connected to the chosen

node have complex interconnections, the restrictions due
to the CLB structure can make it di�cult to continue
mapping from the originally chosen seed node and may
result in poor utilization of the CLB.
In these cases, the procedure F map is called to map

the seed node and some other nodes connected to it into
a single F-LUT.
Therefore, once a seed node is chosen for mapping into

a new CLB, it is examined to see whether the CLB could
be fully utilized by mapping with the nodes connected to
the seed node. If e�cient utilization of CLB is not likely,
the algorithm proceeds to mapping into a single F-LUT,
leaving the other LUTs for future usage. Fig. 3 represents
this mapping algorithm.

B. Criteria Used in Mapping Procedures

The following criteria are used to select a node to start
packing a new CLB or to select the next node to continue



       in the solution space X */

V     all  nodes in the network

While ( V =    ) {φ

      }

     {

    else {

      }

   }
   Remove all mapped nodes from V

      Call  H_map for node n 

      Call  F_map for node H-F_in for F-LUT

      Call  F_map for node H-G_in for G-LUT

       /* procedure H_map  packs H-LUT  for node n */

        /* H-F_in is the next node to map obtained as a result of previous execution of H_map */

        /* H-G_in is the next node to map obtained as a result of previous execution of H_map */

      Call  F_map for node n
       /* procedure F_map  packs F-LUT (or G-LUT) for node n */

   Choose a seed node n from V which optimizes D(x)

       /* D(x) is a multi-criteria decision function and x is an element

   If a subnet from the node n utilizes the whole CLB,

Fig. 3. The pseudo-code of mapping algorithm

packing H-LUT, F-LUT or G-LUT in already selected
CLB. De�nitions for many of these criteria were given in
[14].

Maximal path length (C1) A path from a primary
input (PI) to a primary output (PO) that corre-
sponds to the maximal number of nodes in a DAG is
called a critical path.

Level of node (C2) The level of the node helps to es-
timate maximal delay from PIs to the output of the
node. A node with a higher level is likely to produce
a larger delay. This criterion gives another measure
for delay optimization, along with the maximal path
length.

Location of node (C4) & CLB depth (C3) A
boundary node is an unmapped primary output node
or an unmapped node whose output is directed to the
input of CLB. Fig. 4 provides examples of boundary
nodes for partial mapping. Initially all primary out-
puts (POs) are boundary nodes.

Size of a subnet for a node (C5) Size of a subnet
for a node a�ects delay from output of the node from
PIs. A node with a larger subnet size requires a
larger number of CLBs, causing larger timing delay
and area.

Number of supports (C6) The number of PIs sup-
porting the subnet of the node is a relative barometer
to determine the complexity of a subnet. The more
complex subnet is more likely to be mapped into the
larger network of CLBs.

Number of fanouts (C7) The number of fanouts is
another criterion when the area optimization is em-
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phasized. In the proposed mapping algorithm, nodes
are duplicated when they are needed for delay reduc-
tion. Nodes with larger fanouts are more likely to be
duplicated and may cause an increase in the number
of CLBs.

Number of fanins (C8) The number of fanins is usu-
ally used to measure a node size. In order to pack
the CLBs e�ciently, a larger node should be mapped
into the CLB �rst. Otherwise, larger nodes should be
partitioned into many smaller nodes, and more CLBs
will be needed to cover all nodes.

C. Fuzzy Logic Rules for Selection of Seed Node

Criteria de�ned in the previous section are used to for-
mulate rules applied to �nd a seed node for CLB mapping
and to continue mapping for H-LUT, F-LUT or G-LUT.
For each step of a process, a decision function D(x) is
applied to choose a node from DAG that maximizes the
value of D(x).
Fig. 5 lists these objectives and criteria used to de-

�ne the decision function to �nd a seed node for a CLB.
A value of each criterion is obtained from one or more
fuzzy logic membership functions. When more than one
membership function are used to compute the upper level
criterion, the fuzzy logic rules are implemented by opera-
tions de�ned in the previous section.
The criteria for subobjectives from the same hierar-

chical level are merged by fuzzy logic operations, with
weights assigned to each criterion. These subobjectives
are then combined by another fuzzy logic operation and
supplied to the upper level. The following fuzzy rules and
preference rules are used to formulate the multi-criteria
decision function D1(x), which is used to select a seed
node for a new CLB. Those procedures are described in
top-down manner from main objectives to basic criteria.

� Fuzzy Rule 1 (FR 1): If a node from the DAG
provides a large decrease in timing delay and a small
number of new CLBs, then a node is a good candi-
date to be mapped into CLBs.
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Fuzzy Rule 1 is modi�ed by the Preference Rule (PR 1) to
obtain a formula for computing a value of decision func-
tion D.

� Preference Rule for Fuzzy Rule 1 (PR 1):

The decrease of timing delay has mild preference over
the number of CLBs.

These rules are stated to choose an x 2 X which maxi-
mizes the value of decision function D1(x)

D1(x) = f(D1:1(x); D1:2(x))

= D1:1(x)
w11 \ D1:2(x)

w12

where exponents w11 and w12 express preferences de�ned
by PR 1. D1:1(x) and D1:2(x) are de�ned on the lower
hierarchical levels as follows:

� Fuzzy Rule 1.1 (FR 1.1): If a node produces crit-
ical timing and a subnet for the node is large, then
it is a good candidate to secure small timing delay in
mapping.

� Preference Rule for Fuzzy Rule 1.1 (PR 1.1):

In the early stage of mapping, timing criticality (Ca)
has strong preference over subnet capacity (Cb).

These rules are stated to choose an x 2 X that maximizes
the value of decision function D1:1(x)

D1:1(x) = f(Ca(x); Cb(x))

= Ca
w111 \ Cb

w112

The PR 1.1 de�nes the weights for subobjectives by ex-
ponents:

w111 = 1 + 2 � �~k; w112 =
1

1 + 2 � �~k
;

�~k is a membership function for linguistic variable early

stage. Thus,

D1:1(x) = Ca
1+2��~k \ Cb

1
1+2��~k

� Fuzzy Rule 1.2 (FR 1.2): If a subnet of a node is
large and its routing is complex and gate size is
large, then it is a good candidate to secure a small
number of CLBs in mapping.

Fuzzy Rule 1.2 is also modi�ed by a preference rule in the
similar way. The subobjectives D1:1 and D1:2 are func-
tions of several criteria, and each criterion is produced
from one or more lower level criteria by fuzzy logic oper-
ations according to the fuzzy rule. For example:

� Rule for criterion Ca: If (the maximal path length
for a node is long and level of the node is large) or
(the node is a boundary node and the CLB-depth to
the node is large), then the node has critical timing.

The criterion function Ca is

Ca(x) = �( ~C1\
~C2)[( ~C3\C4)

(x)

where � ~C1
, � ~C2

, and � ~C3
are membership functions for the

linguistic variables long maximal path length, high level

and large CLB depth respectively. � ~C4
is a crisp (classical)

logic function of either 1 or 0, depending on whether the
node is a boundary node or not. Hence,

Ca(x) =

�
�( ~C1\

~C2)[ ~C3
(x) if x is a boundary node

�( ~C1\
~C2)
(x) otherwise

The mapping procedures used for H-LUT and F-LUT
(G-LUT) are slightly di�erent from one used for selection
of a node for a new CLB in the usage of criteria. But
the main principles are the same. Descriptions of these
subsystems are omitted due to the space limitations.



V. Experimental results

The proposed MOFL technology mapper was imple-
mented with approximately 7000 lines of C code. In order
to demonstrate performance of the mapper, 25 benchmark
circuits were selected from the set of MCNC test cases.
All test cases were chosen from the combinational multi-
level examples.
The test cases were �rst optimized by the SIS logic op-

timizer [1] and then were processed by the MOFL technol-
ogy mapper and the XILINX's technology mapper. Per-
formance of a technology mapper can be e�ectively eval-
uated after placement and routing. For these reasons,
the results of mapping were submitted to the XILINX's
layout system.
XILINX's FPGA development system, called XACT,

includes various subsystems such as FPGA design edi-
tor, technology mapper, placement and routing system,
timing analyzer and others. Among them, the Partition,
Placement, and Route (PPR) program performs technol-
ogy mapping and layout for the XILINX XC4000 series
FPGAs. It was observed that the updated version of the
XILINX mapper emphasised routability and timing per-
formance rather than area. It does not pack CLBs as
tightly as possible to improve routability and timing.
Results presented in Table 1, obtained by the MOFL

and completed by the XILINX layout system, correspond
to the strategy of balancing delay and area with mild
preference given to delay. The number of CLBs in Table
1 is the actual number of CLBs used to obtain the tim-
ing performance listed in the same table. For the MOFL
mapper, the number of CLBs could be further reduced if
area optimization is emphasized.
For the 25 test cases, the MOFL technology mapper

used on average 2.3% more CLBs than XILINX. In con-
trast, the number of maximal CLB levels was reduced
by 27.7%, which resulted in 11.6% reduction of the max-
imal delay of circuits after layout. The di�erence be-
tween ratios of reduction in numbers of levels and delay is
mainly due to input and output circuitry, which is inde-
pendent of the technology mapping procedure. Run time
for the MOFL mapper does not exceed the run time of
the XILINX mapper.
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