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Abstract
Logic optimization methods using Automatic Test Patter
Generation (ATPG) techniques suchredundancy addition
and removahave recently been proposed. In this paper w
generalize this approach for synchronous sequential circui
We proposed several new sequential transformations whi
can be efficiently identified and used for optimizing larg
designs. One of the new transformations involves addir
redundanciescross time framem a sequential circuit. We
also suggest a new transformation which involves addir
redundancies tblock initialization of other wires. We use
efficient sequential ATPG techniques to identify mor
sequential redundancies for either addition or removal. Va redundant connection from O1 to g9 is added to the circuit.
have implemented a sequential logic optimization systeThe addition causes the irredundant connections g1->g4 and
based upon this approach. We show experimental resultsg6->g7 to become redundant. Removing these created
demonstrate that this approach is both CPU-time efficieredundancies results in a much smaller circuit. Identification
and memory efficient and can optimize large sequentiof such wires to be added has been formulated as a
designs significantly. redundancy identification problem for stuck-at faults
[EnCh93].

1. Introduction In [ChSa94] several new transformations for combinational
Some ATPG-based logic optimization approaches have becircuits based on redundancy addition and removal are
proposed recently ([ChEn93], [EnCh93], [ChSad94]shown. They introduced a pertubation method to avoid the
[KuMe94]). These approaches optimize networks throucsplution being stuck at a local minimum. They also presented
iterative addition and removal of redundant Connectionsevera|mu|tip|e wire additiontechniques_ In [KuMe94],
Adding redundant wires to a network may cause one or Marecursive learning [KuPr92] is used to derive good Boolean
existing irredundant wires and/or gates to become redundegivisors for Boolean optimization of combinational circuits.

If the amount of added _redundanmes Is less 'Fhan the amorpig redundancy addition and removal technique can be
of created redun_danmes, the _trans_formaﬂor_1 of add"viewed as a generalization of redundancy removal and
followed by removing redundancies wil resuI'F ina Smalleboolean resubstitution. In this paper we apply this method for
ngtwork. The basic idea of these approaches is IntrOducecoptimizing sequential circuits. We generalize this technique
Figure 1. by introducing several new and useful transformations that
The example circuit was taken from [ChEN93]. In this circucan be identified efficiently by ATPG-based techniques. Our
method allows boolean minimization for synchronous

* The work was done when the author was with University §€duential circuits with feedbacks. In addition to
California at Santa Barbara. transformations used in previous ATPG-based approaches,

Figure 1: Example for the basic approach




we allowthe addition of flip flopsn order to create more The rest of the paper is organized as follows. Section 2
redundancies for better optimization. We also propose a nipresents the ideas of redundancy addition and removal
technique to create desired redundancies by blocking tacross time frames and redundancy addition for causing
justification of the wires or gates. We use state-of-the-ainconsistency in justification for the target fault. In section 3
sequential ATPG techniques as the base for sequenwe discuss the algorithm and the implementation.
redundancy identification (for either addition or removal). Experimental results are given in section 4 followed by

For combinational circuits, there is no difference betweeconclusions.
redundancy and untestability of wires. That is, if a wire i . . .
redundant, the corresponding fault at the wire is untestabz' Adding sequential redundancies

But for sequential circuits, there may exist wires which arln this section the method of adding and removing
untestable but not redundant [Chen93]. The main reason redundancies is described in detail. There are basically two
this is that a wire in a sequential circuit may be partiallways to make an irredundant fault to become redundant and
testable. That is, it is testable if the power-up state (initithus removable:

state) of the circuit is in a particular set of states ar  « Adding redundant logic (wires and/or gates) to

untestable if the initial state is not one of those states. The block the propagation of the fault [EnCh93].
faults will be classified as untestable by an ATPG to0 . aqdding redundant logic to block the initialization of
Addition of such an untestable and irredundant fault wil the fault.

change the functionality of the circuit and could not b
allowed. Some issues on identification of sequenti
redundant faults were discussed in [Chen93].

If a redundancy is added in order to block the propagation of
a fault, the wire is added to one of the dominators of the
target fault. Dominators of a fault are the gates that the fault
To determine whether a wire added to a circuit is redundamyst pe propagated through to reach a primary output for
and which wires become redundant after the addition ofgetection. As stated in the introduction, this is the main idea
redundant connection is the key process of the techniqised in [EnCh93] and [ChSa94]. Since the ATPG process
Efficient techniques for answering these questions f(gepends on both propagatability and justifiability of the
combinational circuits have been proposed in [EnCh93tayt, blocking the justification is a second possibility to
[ChSa94] and [KuMe94]. It is too computationally make a fault redundant. If blocking the justification of the
expensive to run a complete test generation to determitgyt is desired a redundancy has to be added to the input

redundancy for a large sequential circuit. We use Oncone of the to-be-removed target wire. This method will be
mandatory assignments identify a redundancy. The set ofjjystrated in the next section.

mandatory assignments is a subset of all necess: o . .
For sequential circuits, redundancy addition and removal is

assignments for detecting a fault. If the set of mandatoperformed across time frames. The time frame model and a

assignments is inconsistent, the corresponding fault : . .
i method of adding redundant connections across time frames
redundant. We compute the mandatory assignments by us.

the implication and the unique sensitization functions of thIS described in section 2.2.
FAN—aIgorithm [FuSh83]. Sir_lce we use only_mandatqrjz_ll Adding redundancy to block
assignments for redundancy identification and it is possib justification

that a redundant fault could have a set of consiste

mandatory assignments, the circuit resulting from olWe have generalized the redundancy addition technique to
optimization approach is not necessarily 100% irredundanallow adding redundant wires to the transitive fanin of a
We use the well-known time frame model to model thtarget fault. The addition will make justification of the target
sequential circuits. In order to identify Sequentiafaultimpossible gnd thu_s make th(_atarget fault red_undant and
redundancies, it is necessary to compute mandatc'€movable. The idea is illustrated in the example in Figure 2.

assignments across time frames in sequential circuits, iln order to test the s-a-0 fault in Figure 2, signals a, b and d
whenever a flipflop is reached, the computation chave to be assigned to “1” value and c has to be assigned to
mandatory assignment is continued in a corresponding la“0” value. As there is a mandatory assignment “1” at d, we
or earlier time frame. Our implementation can handle a larcan use this value for blocking the initialization of the fault.
number of time frames and can therefore identify sonThe candidate connection for additidr>e as shown in a
hard-to-identify sequential redundancies. In addition tdashed line is in the transitive fanin of the target fault. The
using mandatory assignments in sequential circuits, we aladdition will make it impossible to justify a “1” at wire e and
use a data flow analysis to detect wires which are nin the meantime propagate the fault effect to the output.
observable to further improve the efficiency as well as trTherefore, this addition will make the target wire redundant.
effectiveness of our sequential redundancy identificaticlt can be verified easily that the added vdree in Figure 2
process. is redundant itself since the propagation of the



ﬁ The candidate connection list includes the following
connections (with a proper polarity):

a + from one of the signals that has an implied value
b—'_\ to a dominator of the target fault or
¢ « from one of the signals that has an implied value
to a gate in the transitive fanin of the target fault
c and its addition will block the initialization.
Current techniques [EnCh93] only allow the source and
destination of the added connection to be within the same
d time frame. In addition to that, we provide a technique

Figure 2:  Blocking the initialization for redundancy addition across time frames. In Figure 3,

. . - the connection from g1 at time frame n-1 (with implied
corresponding fault is prohibited. Therefore, we can ad'value 0) to g3 in time frame n (dominator of the target
the dashed wire without changing the circuit

functionalit din t the t t Wi >ffault) could block the propagation path and thus make
S‘:Sgkloz;%')y and in turn remove the target wire (e- the target fault redundant. In a real implementation, this

transformation will require the addition of a flip-flop.
For sequential circuits, adding of such redundancies wisjgnal g1 has to be delayed by one cycle to block the
either (1) make the state required to test the target falpropagation path at g3 as shown in Figure 4. This
unreachable or (2) invalidate the initialization sequencCiransformation is very powerfu| because it basica”y
for the target fault. For both cases, the target fault W”allows us to free|y add and remove ﬂ|p-f|0p5 (Or
become sequentially redundant. equivalently to change the state assignment
dramatically) during sequential logic optimization and

2.2. Adding redundancies across time thus could potentially exploit more circuit configurations

frames and eventually lead to a better design.
We canadd flip-flopsto create sequential redundancies,

if it results in a better design. To analyze a sequentic — =

circuit, the time frame model (or called the iterative array _1
model) is commonly used. Consider the iterative arra e een o
model shown in Figure 3. ; s E’ |
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. . . Figure 4. Adding a redundancy across time frames
Figure 3: The iterative array model

Checking redundancy for such cross-time-frame
candidate connections is similar to those of
same-time-frame candidate connections. Suppose a
candidate connection from time frame n-i to time frame
the fault activation and the side inputs of the dominatorn, has been verified to be redundant and can be added, i
(including g3) must be in their non-controlling valuesforﬂ'pﬂc,)ps, need to be added be'Fwe(_an the_ sourcg and
fault propagation. The implication of these initial destination of the added connection in the final netlist to
assignments is then performed. The implication will peguarantee to correct functionality of the circuit.

performed across time frames. After the implication isln Figure 5, a simple example circuit is shown to
completed, candidate connections to be added to malillustrate the usefulness of this cross-time-frame
the target fault redundant will be collected and examinetransformation. Assume the target wire to be removed is
one at a time to check whether it is redundant. s1. The mandatory assignment for the stuck-at-1 fault at

Suppose that we would like to find a set of candidats
connections that their addition would cause the targe
fault (input of g2 stuck-at-1) to become redundant. Tc
detect this fault, the target wire must have a value 0 fc



s1 at time n consists of a 0 assignment at wire O1 at timmistakenly claimed as redundant if the single fault model
n-1 (at time n-1, g6, d, g1, g2, g5 and in turn O1 have tds used.

be 0). Therefore, O1 at time n-1 to g9 at time n (a
dominator of the target wire) is a candidate connection
This transformation requires adding a new flipflop to the
register as shown in shaded lines. This added connectic
and flip-flop can be identified as redundant since the se
of mandatory assignments for the corresponding fault i —D—
not consistent. The added logic blocks the propagation ¢ —4

the stuck-at-1 fault at s1. Removal of this fault will result
in the removal of one flipflop in the register and gates g7 D
and g6 and thus result in a much smaller design.

We like to point out that it is not allowed to add a

s-a-1

Figure 6: The multi fault model

The circuit in Figure 6 consists of one cycle including the

fault location. If we use a single fault model, the
o1 propagation of the fault is blocked in a later time frame
at the fault location. On the other hand, if we use the
multiple fault model, the set of mandatory assignments is
consistent and thus the fault is not redundant. This proves
the necessity of using a multiple fault model in our
approach, where the fault appears in every time frame.

3. The overall algorithm

The overall algorithm of the sequential redundancy
addition and removal is basically an extension of the
:@02 B algorithm in former approaches [EnCh93] [ChSa94].
The main difference is that our approach has an
enhanced set of sequential transformations and we have
efficient techniques to identify sequential redundancies.
The overall algorithm is as follows:

|_<, CLK seq_optimization(){

Figure 5: Example for redundancy addition and redundancy_removal(); (1)
removal in a sequential circuit for i=1 to number_iterations {
fanout_pertubation(); (2)
fanin_pertubation(); (3)
greedy_optimization(); (4)

connection from a gate in time-frame n to another gate it
time-frame n-i for any positive integer i because a
negativedelay cannot be represented.

2.3. .ISSUF.TSf On. sequential redundancy In (1) redundancies are removed from the circuit. For the
identification redundancy identification, mandatory assignments are

In contrary to the approach for combinational circuits weused. If the set of mandatory assignments is inconsistent,
need a multi fault model for sequential circuits that everythe corresponding fault is identified as redundant.
time-frame has a fault. As in test generation the fauliSequential redundancies can possibly be removed since
appears in every time frame. Because we use 0n|tthe mandatory assignments are computed across time
mandatory assignments for redundancy identification, iframes whenever they exist. In (2) fanout pertubation is
may be intuitive that we only need to use a single fauliPerformed followed by fanin pertubation (3). These
model - only one time-frame has a fault. In the singleProcesses are similar to the ones proposed in [ChSa94]
fault model, only the time frame that the target fault isand are generalized for sequential circuit such that they
first activated has a fault. The following example can be executed across time frames. The main
illustrates that the single fault model will cause OPtimization is performed in the greedy optimization
inaccuracy in redundancy identification and could not beStep (4). The pertubation functions in (2) and (3) usually
used. Figure 6 shows that an untestable fault could bdon't optimize the circuit themselves, they are mainly



used for getting a network out of a local minima. Thetake part in the circuit function any more.
greedy optimization function is described as follows:

greedy_optimization() { 3.1. Implementation
forall circuit wires wl { We have implemented the algorithm in C++ language
compute mandatory assignments(start_time); (5)  and has about 11500 lines of source code. The system is
forall wires w2 with mandatory assign. at time t { named RADAR_S (an enhanced Redundancy ADdition
add wire s from w2 to dominator or controller of w;  And Removal system for sequential logic optimization).
delay s by adding (t - start_time) flip-flops (6) For comparison purpose, we also implement a simpler
if s is redundant { version for combinational circuits, named RADAR_C,
delete w1 from circuit (7) based on the algorithms in [EnCh93] and [ChMa93].

detect further redundancies (8)

Although theoretically the number of necessary time
detect cycles w/o path to a PO (9)

frames used for mandatory assignments might be large

}else (probably several thousand), the number of time frames
delete s from circuit (10) used by our software is limited for practical reasons. One

} I* for w2 */ reason for the limitation is the main memory requirement
} /* for wi */ for storing each time frame which is calculated below for
} our approach. As stated below, keeping all time frames

The greedy optimization function tries to remove ainthe main memory at the same time is affordable for our

selected wire from the circuit. For this purposeapproach. In our experiments with the ISCAS'89
mandatory assignments for the corresponding fault arbenchmarks [BrBr89] we found out that limitation of the
computed first (5) in order to collect candidate number of time frames to less than 100 is senseful. For
connections which might cause the target wire to becomour experiments shown in Section 4 we used 100 time
redundant. All those candidate connections have frames as an upper limit. This limitis user provided such
destination gate which is either a fanin-controller or athat, if desired, a smaller or larger limit could be used.
dominator of the fault in the circuit. The fanin-controller The main memory requirement in the software is very
of a fault is a gate that is in the transitive fanin of thelow due to an efficient implementation of our approach.
target fault and has a mandatory value in order to activalin addition to the memory requirement of storing the
the target fault. Since a candidate connection might bcircuit graph we need only 12 bytes for every node and
across several time frames, the connection has to kevery time frame. For example a circuit with 100k graph
properly delayed then (6). We then examine thenodes would require 120 megabytes of main memory by
candidate connections one at a time to check whetheusing 100 time frames which is not much for a state of
they are redundant. If the candidate connection s ithe art workstation.

irredundant s is deleted from the circuit (10). If s is ]

redundant, we may delete wl immediately from the4. EXperimental results

circuit, since addition of s will cause w1 to be redundanin our experiments we used the ISCAS'89 sequential
(7), because s was added such that initialization openchmark circuits [BrBr89] and circuit Am2910.
propagation of the fault at w1l is prohibited. As addition Results and CPU-times were computed on a Sparc10
of s might cause more than one redundancy, the circuit orkstation. As a measure for the size of the circuit we
checked for further redundancies (8). The last step is tysed the number of two-input gates with the assumption
check whether there exists a cycle in the circuit whichthat an n-input gate is equivalent to n-1 two-input gates.
does not lead to a primary output. For a combinationaFor the experimental results shown in Table 1, as one
circuit, if there are some logic not r-eachable to primaryexperiment we used the benchmarks and first oiotimized
outputs, there must e>§|st a gate which does not fa_nout 1the combinational logic using SIS from Berkeley (using
any O‘hef gates or primary outputs.. HOV.VEV‘?“ It Is nmscript.rugged). Then we used RADAR_C to optimize the
nec_es:sar.lly the case for .sequent|al .CII‘CUI'[S. Durlngcombinational logic further and remove combinational
optimization, it may havg isolated Io.g|c that forms aredundancy. We can consider that these results are what
cycle. All gates in the isolated logic have fanouts.We can get using existing combinational methods and

Therefore, we ne_ed to pgrform a special check fOItools. For the circuit s13207, SIS cannot complete the job
removing such logic. For this purpose, the fanout stem 4 the results are produced by only RADAR_C

of all removed branches are checked by a reachabilit i .

analysis (9). If no primary output can be reached fromAS @ second experiment we applied RADAR_C and
the stem, a prime fanout branch was removed and thRADAR_S (including sequential redundancy removal)
the whole cycle can also be removed since it does n" the original ISCAS benchmark circuits. The results



are shown in the last two columns of Table 1. We founpetter optimized design. We use the time-frame model

that the circuits resulting from the optimization are mosand state-of-the-art sequential test generation techniques

of the times smaller than the optimized circuits runninto efficiently identify sequential redundancies for either

through SIS and RADAR_C. For two circuits only (s526 addition or removal. Experimental results are promising

s820) the results of running RADAR_C+RADAR _S areeven for large sequential circuits.

a little worse compared with results obtained from SIS

RADAR_C. The CPU times for RADAR_C+RADAR_S 6. References
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5. Conclusion

Redundancy addition and removal has been shov
recently by several research groups to be an efficie
method for Boolean optimization of combinational anc
synchronous sequential circuits. In this paper we furthe
extend this method by incorporating several nev
powerful transformations. The generalization include[KuMeg4]
addition of redundant connections across time frames a
addition of redundancies to invalidate justification. Usin¢
such powerful structure transformations will allow[chen93]
exploration of different circuit configurations with
completely different state assignments and thus lead tc

Fault-Collapsing Analysis in Sequential Logic
Circuits, IEEE Trans. on CAD Dec. 1991
W.Cheng: The BACK-Algorithm for Sequential
Test Generation, Proc. ICCD '88, pp. 66-69

S. C. Chang and M. Marek-Sadowska: Perturb and
Simplify, Multi-level Boolean Network Optimizer,
Proc. ICCAD-94, pp.2-5

W. Kunz and P. R. Menon: Multi-level Logic
Optimization by Implication Analysis, Proc.
ICCAD-94, pp. 6 - 13

K.T. Cheng: Redundancy Removal for Sequential
Circuits Without Reset States, IEEE Trans. on
Computer-Aided Design, Vol. 12, pp. 13-24,
Jan. 1993.

[Chen89]

[ChSa94]



	ASP-DAC 95
	Front Matter
	Table of Contents
	Session Index
	Author Index


