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Abstract— A heterogeneous multi-core processor (HMCP) ar-
chitecture, which integrates general purpose processors (CPU)
and accelerators (ACC) to achieve high-performance as well as
low-power consumption with the support of a parallelizing com-
piler, was developed. The evaluation was performed using an MP3
audio encoder on a simulator that accurately models the HMCP.
It showed that 16-frame encoding on the HMCP with four CPUs
and four ACCs yielded 24.5-fold speed-up of performance against
sequential execution on one CPU. Furthermore, power saving by
the compiler reduced energy consumption of the encoding to 0.17
J, namely, by 28.4%.

I. INTRODUCTION

Advancement of semiconductor manufacturing technology
no longer offers performance improvement because of power
limitations. Consequently, chip multiprocessors (CMPs) have
been attracting much attention. Recently, multi-core processor
products such as Fujitsu’s FR-V [1], ARM’s MPCore [2], and
IBM, Sony, Toshiba’s Cell [3] were released onto the market.
However, getting full performance from a CMP is troublesome.
This is because ordinal programs are composed in sequential
order, and therefore the programs should be carefully exam-
ined, parallelized and tuned up for efficient use of the CMP. The
architecture should therefore be easily hand-tunable and sup-
portable by optimization tools such as automatic parallelizing
compilers [4, 5]. Furthermore, processors for embedded sys-
tems now demand even higher performance and further lower
power consumption.

To cope with these demands, the authors have developed a
heterogeneous multi-core processor (HMCP) architecture. The
architecture possesses different types of processor cores, in-
cluding general-purpose processors and special-purpose pro-
cessors that accelerate specific types of processes. It supports
heterogeneous parallel processing with support of the Opti-
mally Scheduled Advanced Multiprocessor (OSCAR) multi-
grain parallelizing compiler [6, 7]; thus, operating frequency
can be lowered while maintaining high performance. It also
features a hierarchical memory architecture, data transfer units,
and power-control registers, which can be utilized for software
optimization (in terms of both power and performance) by the
compiler.

This paper describes the heterogeneous multi-core proces-
sor (HMCP) architecture, which supports effective parallelized

software executions, and presents evaluation results of the ar-
chitecture incorporated in a fabricated test chip and a simulator
using AAC and MP3 audio encoders. The paper is organized
as follows. The power-performance optimized HMCP archi-
tecture is described in Section II. A parallelizing compiler that
divides a program into parallelized tasks and schedules them
onto processor cores in the compiling stage is explained in Sec-
tion III. Evaluation conditions and results of AAC and MP3
encoders on the HMCP are presented in Section IV.

II. POWER-EFFICIENT MULTI-CORE ARCHITECTURE

The proposed heterogeneous multi-core processor (HMCP)
architecture is described. Performance of the HMCP is max-
imized with software supports including parallelized program
execution, memory management, and power control. In other
words, the goal of the architecture is to maximize performance
by utilizing heterogeneous processor cores and by reducing ex-
ecution overhead of parallelized programs, such as memory
access time, synchronization time, and data transfer time, as
well as to reduce power consumption by fine-grained software
power control.

The HMCP architecture integrates multiple general-purpose
processors as well as special-purpose processors, such as dy-
namically reconfigurable processors (DRP) or digital signal
processors (DSP), that process a specific type of program very
efficiently, as described in Figure 1. These processor cores are
connected to each other with an interconnection network. The
architecture has an on-chip centralized shared memory (CSM)
on a chip, and various types of high-speed local memories in
every processor core.

A. Hierarchical memory architecture

The architecture is equipped with high-speed local memo-
ries, including a local data memory (LDM), a distributed shared
data memory (DSM), and a local program memory (LPM) in
every processor core. It also possesses a centralized shared
memory (CSM) on a chip or off the chip. All the memories are
mapped within a global address space, and their coherence is
managed by software. LDM stores private data accessed by a
nearby processor core. DSM preserves data shared with other
processor cores for inter-core communication and synchroniza-
tion. LPM stores a program for the nearby processor core.
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Fig. 1. Heterogeneous multi-core processor architecture

CSM is used for storage of data shared with all of the proces-
sor cores. Utilization of these memories restrains accesses to
low-speed off-chip memory; thus, operational performance of
the processor is maximized.

B. Data-transfer unit

Each processor core has a data-transfer unit (DTU) attached
to an internal bus connected to the local memories. The DTU
transfers data between DSMs on different processor cores, be-
tween LDM and on- or off-chip CSM, or between on-chip CSM
and off-chip CSM behind task executions on processor cores si-
multaneously. It is also equipped with flag-set and flag-check
commands. In flag-set mode, the DTU sets a flag with a number
specified in a command. In flag-check mode, the DTU reads a
value of a flag and checks its correspondence with the num-
ber specified in the command. These commands can be pro-
grammed and stored on a memory as a linked list. Different
types of transfers can therefore be defined in advance; thus,
DTUs can operate independently behind CPUs. Furthermore,
the frequency of DTU operations by the CPU is reduced, even
if multiple types of data transfers are performed at the same
time.

C. Power-control registers

The architecture is equipped with a frequency/voltage con-
trol register (FVR). It selects clock frequency and accordingly
determined power-supply voltage or power off to functional
units of PEs such as processor cores, local memories and a data
transfer unit (DTU). Other components such as CSM, an inter-
connection network, and I/O units are also furnished with an
FVR for determining their power mode. The FVR is addressed
globally so that any processor cores can set up the power mode
of a target unit. Implementation of FVR depends on hardware
organizations such as a process technology, functions of the
controlled units, etc.

D. Flexible engine/generic ALU array

The evaluated HMCP adopts an FE-GA (flexible en-
gine/generic ALU array) [8] which is a type of dynamically
reconfigurable processor, as an accelerator. Figure 2 shows
the architecture of the FE-GA, consisting of an operation block
and a control block. The operation block is composed of two-
dimensionally arrayed arithmetic logic unit (ALU) cells, whose
functions and connections to neighboring cells are dynami-
cally changeable. It also has multiple banks of a local memory
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Fig. 2. Block diagram of FE-GA

(CRAM) for data storage and a crossbar (XB) network sup-
porting internal data transfer between load/store (LS) cells and
CRAMs. The control block consists of a configuration man-
ager (which manages the configuration data for the operation
block) and a sequence manager (SEQM) (which controls the
state of the operation block). FE-GA is highly optimized in
terms of power and performance in media processing for em-
bedded systems.

III. OSCAR PARALLELIZING COMPILER

In multi-core systems, programs should be parallelized to
attain their full performance. Accordingly, we developed an
OSCAR (optimally scheduled advanced multiprocessor) par-
allelizing compiler [6, 7] that extracts parallelism from a pro-
gram and schedules parallelized parts of the program automat-
ically. Furthermore, it also controls power modes (i.e., clock
frequency and power supply voltage) of each processor core by
utilizing its parallelized scheduling result at a compiling stage.

A. Multi-grain parallel processing

Multi-grain parallelization utilizes three types of structural
parallelism among coarse grain tasks, such as loops, subrou-
tines, and basic blocks [6]. A program is decomposed into
macro tasks, or coarse-grain tasks, such as repetition blocks
(RBs) or loops, subroutine calls (SBs), and blocks of pseudo
assignment statements (BPAs) or fused basic blocks. Macro
tasks such as SBs and RBs may include other macro tasks in-
side; therefore, tasks are hierarchically defined. Control flow
and data dependencies among tasks are then analyzed and ear-
liest executable condition analysis is performed. As a result,
a macro task graph (MTG), as shown in Figure 3(a), which
represents coarse-grain task parallelism, is generated. After
generating a MTG, tasks on the MTG are scheduled onto pro-
cessors. At this time, if no undetermined conditions, such as
conditional branches exist in the MTG, the compiler adopts
static scheduling that assigns the tasks onto the processors stat-
ically at compiling time. The static scheduling optimizes syn-
chronizations and data transfers at compiling time; therefore,
scheduling overhead at runtime is minimized. In case undeter-
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(a) Sample macro task graph (b) Scheduling result
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Fig. 3. Multi-grain parallelization scheme of the OSCAR compiler
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mined conditions exist, the compiler adopts dynamic schedul-
ing, which generates a task-scheduler code managing run-time
task scheduling. Figure 3(b) shows the scheduling result of the
MTG described in Figure 3(a), whose macro tasks are assigned
to eight hierarchically grouped processors.

Especially for HMCPs with different types of processor core,
the compiler should consider processor types suitable for each
macro task. The target processor types are designated with di-
rectives in a program by users, and the compiler utilizes them.
At the scheduling stage in compiling, the compiler estimates
finishing time of each macro task in the case that it is processed
either on a CPU or on a designated accelerator. It then chooses
a processor that finishes processing of the task earlier [9].

B. Compiler control power saving

Multi-grain parallel processing exploits parallelism. How-
ever, not all the processor cores are always in operation simul-
taneously. This is because some parts of a program do not have
enough parallelism that exploits all the processor resources due
to data dependency or control dependency among tasks. Fig-
ure 4 shows a sample macro task graph (a) and its schedul-
ing result on two PEs (b). Because of data dependency among
the three tasks, CPU0 is in idle mode between MT1 and MT3
when MT1’s execution cost is smaller than MT2’s. The com-
piler generates power-control codes, setting up an FVR such
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that clock and power supply are shut off while CPU0 is in idle
mode, Figure 4(c), or clock frequency and supply voltage of
CPU0 are lowered during MT1 execution, Figure 4(d). The se-
lection of FV modes for MT1 in Figure 4(d) is performed by
calculating CPU0 idling time after MT1 to the next dependent
MT3 determined by MT2 execution cost estimated by the com-
piler. In this way, to optimize total power consumption while
maintaining performance enhancement by parallelization, the
compiler applies power-saving control and then inserts an FVR
accessing code among tasks. Two modes for the power-saving
schemes by the compiler are defined [10]. One is the fastest ex-
ecution mode, which applies a power-saving scheme to tasks,
except for tasks on a critical path of a program. This mode
guarantees the fastest execution time, since the execution of
tasks on a critical path is not retarded by the power control.
The other mode is real-time processing with a deadline con-
straint. This mode minimizes total power consumption within
a given deadline.

IV. EVALUATION

In the evaluation of the HMCP architecture, MP3 audio en-
coder is applied. We implemented MP3 encoders on the HMCP
architecture simulator that accurately models the architecture
described in Section II. Task scheduling and low-power con-
trol of MP3 encoder is performed by the compiler described in
Section III.

A. MP3 encoder

MP3 encoding is used as an audio-compression technique.
The process of the encoding consists of sub-band analysis,
psycho-acoustic analysis, modified discrete cosine transform
(MDCT), quantization, Huffman coding, and bit-stream encod-
ing as shown in Figure 5(a). We used an UZURA MP3 encoder
[11], whose implementation abides by the MP3 encoding stan-
dard, as a target encoding program. Profiling of the program
shows that sub-band analysis and quantization shares almost
90% of the total encoding time. Sub-band analysis, MDCT,
quantization, and psycho-acoustic analysis were designated as
FE-GA tasks.

For automatic parallelization of the program, we modified
the structure of the program. The original program has multi-
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TABLE I
SIMULATION PARAMETERS

LDM latency 1 cycles
Remote DSM latency 4 cycles
CSM latency 16 cycles
Network arbitration 2 cycles
Frequency transition overhead 30,000 cycles
Power transition overhead 60,000 cycles
Operation frequency (CPU, FE and bus) 300 MHz
Power supply voltage 1.0 V

TABLE II
POWER CONTROLLING MODE

State FULL MID LOW OFF
Frequency 1 1/2 1/4 0

Voltage 1 0.87 0.71 0
Dynamic energy 1 3/4 1/2 0

Static energy 1 1 1 0
[Normalized value to FULL mode]

ple processing stages in a loop that corresponds to the number
of the input audio frames as shown Figure 5(a). We utilized
inter-frame parallelism so that a unit of the parallelized frames
is grouped and looped up as shown in Figure 5(b). In the eval-
uation, the number of parallelized units was set as 16.

B. HMCP simulator

Evaluation of HMCP with an MP3 encoder was performed
by utilizing an HMCP architectural simulator for accurately
modeling the HMCP described in Figure 1. The number and
types of processor cores are variable, with arbitrary memory
size and latency. The CPU core is modeled as an SH-4A pro-
cessor [12]. For an accelerator core, we adopted a simple im-
plementation as a pseudo-core. The functions of such a core
were implemented solely for MP3 encoding in advance. The
accelerator function ID was inserted in an input program, and
the compiler converts the specified part of the program into a
code that calls the determined function on a pseudo-core. The
core then starts calculation of data placed on the LDM and re-
turns an execution result on the LDM when a specified number
of execution cycles for the function elapses. We developed FE-
GA programs for sub-band analysis, psycho-acoustic analysis,
MDCT, and quantization, and we evaluated execution cycles on
an FE-GA cycle-accurate simulator introduced to the pseudo-
core simulation module.

A power calculation is implemented in the simulator. For
the CPUs, a power model is based on Wattch [13], and Wattch
parameters are determined from RTL-based power simulation
on an SH-4A processor core. For FE-GAs, average power con-
sumption of each programmed function is calculated by multi-
plying utilization rate of the operation cells and the maximum
power consumption which was evaluated on an FE-GA evalu-
ation chip when all the cells were in operation. Power-control
registers are also implemented in the simulator. The register
controls clock frequency and power-supply voltage of the pro-
cessor cores. Power-control modes of CPU and FE-GA cores
are presented in Table II. In the evaluation, the power mode of
FE-GA is limited to either FULL or OFF because accelerators
should execute specific parts of the program as fast as possible.

TABLE III
IMPROVED PERFORMANCE BY FE-GA ON ONE-FRAME ENCODING

Process On CPU On FE-GA Speed-up
Sub-band analysis 21,942 Kcyc 305 Kcyc 71.9x
Psycho-acoustic analysis 464 Kcyc 4 Kcyc 108.2x
MDCT 2,852 Kcyc 48 Kcyc 59.7x
Quantization 39,954 Kcyc 9,044 Kcyc 4.4x
Total 65,203 Kcyc 9,402 Kcyc 6.9x

1.0 2.0
4.0

7.6 7.1

12.6
14.6

22.3
24.5

0

5

10

15

20

25

30

1C 2C 4C 8C

2C
+

1F
E

2C
+

2F
E

4C
+

2F
E

2C
+

4F
E

4C
+

4F
E

homo hetero

S
pe

ed
-u

p 
ra

te
 a

ga
in

st
 o

ne
 C

P
U

Homogeneous Heterogeneous
C: CPU, FE: FE-GA

1.0 2.0
4.0

7.6 7.1

12.6
14.6

22.3
24.5

0

5

10

15

20

25

30

1C 2C 4C 8C

2C
+

1F
E

2C
+

2F
E

4C
+

2F
E

2C
+

4F
E

4C
+

4F
E

homo hetero

S
pe

ed
-u

p 
ra

te
 a

ga
in

st
 o

ne
 C

P
U

Homogeneous Heterogeneous
C: CPU, FE: FE-GA

Fig. 6. Performance improvement of MP3 encoder

C. Improved performance with FE-GAs

We developed the FE-GA programs for the sub-band anal-
ysis, psycho-acoustic analysis, MDCT, and quantization. Exe-
cution cycles of one-frame encoding were measured both on an
FE-GA and on a single CPU by simulator, as shown in Table
III. Introducing FE-GAs to the above four processes yielded
71.9-, 108.2-, 59.7-, and 4.4-fold speed-up in performance
compared to processing speed with sequential execution on a
CPU respectively.

D. Performance evaluation

Figure 6 shows speed-up ratio against sequential execution
on one CPU when sixteen-frame encoding is performed un-
der various processor configurations. For homogeneous multi-
cores, the speed-up rate is proportional to the number of CPUs
supplied. When four CPUs and eight CPUs are used, the speed-
ups are 3.97 and 7.61, respectively. For heterogeneous con-
figurations, when two CPUs and one FE-GA are utilized, the
speed-up is 7.13. As more processor cores are supplied, that is,
two CPUs and two FE-GAs, four CPUs and two FE-GAs, two
CPUs and four FE-GAs, and four CPUs and four FE-GAs, the
speed-ups reach 12.57, 14.62, 22.31, and 24.48 respectively.
Introducing FE-GA is a key for improving performance and
the speed-up rate is highly improved as the number of FE-GAs
increases. This is because quantization, which takes up much
of the encoding process, is assigned and efficiently processed
on FE-GAs. Figure 7 shows a Gantt chart of the execution on
two CPUs and two DRPs. The chart shows that tasks from
MT187 to MT201 are quantization, which is assigned to the
two FE-GAs.
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Fig. 8. Simulated energy consumption of MP3 encoding

E. Power evaluation

The power-controlling scheme described in Section III is ap-
plied to MP3 encoding, and the energy of the encoding process
is evaluated using a simulator. The fastest controlling mode is
adopted with use of the parallelized scheduling by the compiler.
Figure 8 shows the energy consumption with various configu-
rations of processor cores evaluated on the simulator. In the
case of two CPUs and one FE-GA, the energy with the power
control applied is 0.17 J, which is reduced by 37.1% from the
energy in the case without control. When the number of the
processor cores increase, namely, to two CPUs and two FE-
GAs, two CPUs and four FE-GAs, and four CPUs and four
FE-GAs, the energies in the case that power control is applied
are 0.17 J, 0.16 J, 0.17 J, and 0.17 J respectively, which are re-
duced by 26.4%, 19.2%, and 28.4%, respectively, from those
values in the case without the power control.

The graph shows that processing on two CPUs and four FE-
GAs is the most efficient in energy terms in the case without
the power control. However, energy consumption when power
control is applied under various PE configurations is almost
the same. This is due to energy cut-off by the control dur-
ing the idling time of the processors. Figure 9 shows a Gantt
chart of the encoding on two CPUs and two FE-GAs when the
power control is applied. The power control is applied to CPU
tasks from MT203 to MT218, which are bit-stream encoding
processes. The execution time of these tasks is shorter than
quantization time, which is executed in parallel on FE-Gas, as
shown in Figure 7, without power control. Moreover, Figure
9 (the case with the power control) shows idling time of the
CPUs is reduced in bit-stream encoding processes (which are
executed more slowly by the power control). The overhead of
the power control over the processing time is increase by about
0.5% compared to executions without the power control.

CPU#0

CPU#1

FE-GA#0

FE-GA#1

Fig. 9. Trace Gantt chart of MP3 16-frame encoding on CPU +FE with
power control applied

V. CONCLUSIONS

A heterogeneous multi-core processor (HMCP) architecture,
which integrates general-purpose processors (CPUs) and accel-
erators (ACCs), was developed. HMCP achieves both high-
performance and low-power for embedded systems by exploit-
ing accelerators and efficient parallel processing with support
of a parallelizing compiler. To evaluate the HMCP architec-
ture, MP3 encoding is implemented on an HMCP simulator
with multiple CPU cores and DRP cores with power control in
conjunction with a parallelizing compiler. The evaluation of
MP3 encoding shows that compared to sequential execution on
one CPU, four CPUs and four DRPs with the proposed archi-
tecture speed-up the execution by 24.5 times. The energy of the
encoding is 0.17 J with the power control of the fastest execu-
tion mode applied by the compiler, which is reduced by 28.4%
from that without the control.
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