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Abstract 

Intelligent power management of mobile devices is getting 
more important as ubiquitous computing is coming true in 
daily life. Power aware system management relies on 
techniques of collecting and analyzing information on the 
status of I/O devices or processors while the system is 
running applications. However, the overhead of collecting 
information using software while the system is running is so 
huge that performance of the system may be severely 
deteriorated. Therefore, it is very crucial to design a PMU 
(power management unit) which collects information in 
hardware so that the performance of the system is not 
degraded. In this paper, we propose a novel PMU design 
which collects access patterns to I/O devices while an 
application is being executed. And a predictive power aware 
management is carried out based on the collected 
information. Experiments with various applications have 
been conducted to show the effectiveness of our approach. 

I Introduction 

One of new trends in mobile industry is the convergence 
of electronics, computing and communication, and it is 
commonly1 called as ubiquitous computing environment. 
Mobile devices are often required to have multiple 
functionalities. With rapid improvement of HW and SW 
technologies, building a very complicated mobile device is 
feasible. However, one of the main challenges lies in how to 
manage power consumption, because mobile devices should 
operate with limited battery charge. In perspective of system 
designers, minimizing power consumption in mobile devices 
has become the most important issue, and sometimes they 
sacrifice delay or area to reduce power consumption. With 
increasing requirement for low power techniques, research 
topics on how to reduce power consumption broadly cover 
from circuit and logic level to architecture, software, and 
system level techniques. Among them, system-level power 
management techniques have been studied hard because, to 
reduce power consumption, management technique is 
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sometimes more important than low power design technique 
itself. Specifically, applying DPM (Dynamic Power 
Management) and DVFS (Dynamic Voltage & Frequency 
Scaling) during runtime of a system has been actively 
studied.  

To reduce power consumption of embedded processors, 
hardware-based DVFS (dynamic voltage frequency scaling) 
techniques are widely accepted. To reduce power 
consumption of I/O devices, a PMU with DPM (dynamic 
power management) capability is often embedded into 
embedded processors. However, management of both DVFS 
and DPM heavily rely on system software like operating 
system. Software-based power aware management has the 
merit of flexible control, but it has a potential problem of 
suffering from significant runtime overhead to learn how to 
manage effectively. Therefore, comprehensive power 
management techniques should take into account the overall 
HW and SW management overhead to achieve true power 
reduction. In this paper, we propose an advanced PMU 
design which minimizes the overall runtime overhead of 
power aware system management by implementing logic for 
collecting and analyzing access patterns in hardware.  

DPM is a well-known technique which tries to shut down 
an unused device to save power. One of the major problems 
of the DPM is that waking up a sleeping device may take 
long time. For instance, it may take several seconds to wake 
up a hard disk in a sleep mode. If a system cannot tolerate 
such a long wake-up delay, the system may not be able to 
shut the device down. Maintaining a device at an idle state 
may result in significantly more power consumption than 
shutting the device down. A key contribution of our PMU 
design is that we propose a novel hardware-based method of 
collecting and analyzing information on the access patterns 
of I/O devices when the system is running. In our proposed 
method, we monitor a trace of function calls until the 
processor initiates an access to a certain I/O device. By 
analyzing the pattern of PC (program counter) values, we 
can get good clues to make predictions on when the next I/O 
device accesses will happen. When we recognize a certain 
access pattern to an I/O device, we wake up the device in 
advance before a real I/O access request takes place. By this 
predictive management, we can reduce the performance 
penalty due to long wake-up time. Since we rely on HW 
modules for pattern monitoring and detection, our method 
does not cause any significant runtime overhead unlike other 
software-based management schemes. 
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Figure 1 An example of I/O device access pattern 

TABLE I 
Power consumption of a harddisk for each state[1] 

State Power

Busy power 2.6W 

Idle power 1.3W 

Standby power 0.25W 

Sleep power 0.10W 

The rest of the paper is organized as follows. In Section 2, 
we will address background discussion on I/O device 
controls, and we will introduce existing I/O device power 
management techniques. In Section 3, we will explain how 
to apply a predictive DPM using our PMU on an embedded 
mobile system. In Section 4, we will explain how we 
implement our PMU. In Section 5, we will present 
experimental results. We conclude this paper and present our 
future work in the last section. 

II. Background and Motivation 

Power aware design methodology has emerged as one of 
the most crucial design problems. Active studies are being 
done to reduce power consumption of I/O devices by power 
aware system management. The goal of such studies is to 
shut down an unused device as soon as possible if the device 
is not going to be used any time soon. The difficulty in 
doing this lies in the fact that nobody can predict the future 
perfectly. On average it takes several seconds to switch a 
hard disk in a sleep mode to an active state. Due to its 
unacceptable long delay, in general, devices may have to 
stay in an idle state quite long before it goes into a sleep 
mode. However, as you can see from Table 1, a hard disk 
consumes fairly large amount of power when it stays in an 
idle state. To reduce power consumption, most modern hard 
disks have at least four different operation modes (busy, idle, 
standby and sleep) shown in Table 1. However, to reduce 
power consumption more aggressively, what is desirable is 
to make the hard disk stay only in either the busy or the 
sleep state. The intermediate two idle and standby states are 
added as a result of design trade-offs between power saving 
and wake-up delay. In this paper, we claim that by having a 

Figure 2 Structure of PCAP[1] 

predictive power management capability, we can shut down 
the device as soon as the device becomes idle. And by 
predicting the next re-activation time in advance, we do not 
have to suffer from long wake up delay. Furthermore, 
instead of switching from an idle state to a standby-state or 
switching from a standby state to a sleep state by a simple 
timer based algorithm, a more intelligent mechanism for 
switching states is achieved by our effective predictive 
algorithm. 

To manage I/O accesses intelligently, accurate prediction 
capability is really crucial. There have been several different 
approaches on predictive power management. A prediction 
method based on timeout [2] is straightforward. LT (learning 
tree) [3] tries to classify the I/O accesses into roughly two 
categories: long active states followed by short idle states, 
and short active states followed by long idle states. These 
mechanisms are not dynamic in the sense that off-line 
profiling will be used to obtain data for predictions. PCAP [1] 
is a PC (program counter) based dynamic prediction scheme. 
PCAP relies on a branch prediction mechanism which is 
commonly employed in processor designs. PCAP is based 
on the observation that the OS kernel executes a branch 
instruction to a device driver for a specific device when the 
OS starts accessing the device. Such a branch is stored in a 
history buffer, and the stored branching history will be used 
to predict the upcoming I/O access for the device. 

Figure 2 shows an example of how a prediction table 
included in the OS kernel is used to store branching history 
and how the stored information is used to predict the future 
branches in PCAP. Our approach is similar to PCAP in the 
sense that our approach is also a PC-based prediction 
scheme. However, our goal is to minimize runtime overhead 
as much as possible. The main focus of existing studies like 
timer-based prediction or learning tree is how to execute a 
set of special-purpose codes to minimize power 
consumption in the OS kernel. However, this will result in a 
significant runtime overhead. In our approach, I/O access 
pattern monitoring and recognition are implemented in HW 
so that runtime overhead is minimized. Also unlike PCAP 
where we have to maintain a large history table for branch 
prediction, we detect only the start of a certain I/O device 
access based on a combination of I/O access control signal 
and the PC values. Therefore, we do not need any large 
history buffer. 
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Figure 3 An application’s execution trace with an I/O access 

Figure 4 A function call trace graph 

III. Predictive DPM Algorithm 

The main functionality of our proposed PMU is to 
monitor and predict the I/O activity with the collaboration of 
HW and SW. The specific roles of HW and SW in the PMU 
with a key DPM algorithm are presented in the following. 

A.  A key observation in building PMU Design 

One of the key steps to achieve low overhead PMU design 
is to detect the start of an I/O device access in advance. To 
detect when an I/O device access is about to start effectively, 
a set of conditions to be satisfied is defined. This paper is 
based on the observation that when the OS branches to a 
device driver routine, a system call mechanism is invoked. 
Therefore, by monitoring invocation of such system call, we 
can tell whether an I/O device access is about to start. As 
you see in Figure 4, an execution trace of function calls is 
collected until we detect the start of an I/O access and then it 
is analyzed in search of any common patterns among any 
previously saved execution traces. To minimize the amount  

Figure 5 An example of collecting the start pattern of an I/O 

of execution traces to be saved, only the PC values that  
correspond to function calls are saved in the trace buffer. It 
can be intuitively understood that execution traces based on 
function calls will be quite accurate since software programs 
are typically written in terms of functions and function calls. 

B. Detection of start and end patterns 

Before collecting the I/O patterns, the OS informs the 
PMU of the execution address of application program which 
contains an I/O access and the address of the system call so 
that the PMU receives only the appropriate information. In 
other words, to take advantage of layered software structures, 
only the execution address of related applications will be 
collected while disregarding other information. By doing 
this, we can reduce the amount of data which should be 
saved in our trace buffer. The saved data is stored in the 
trace buffer as shown in Figure 5. The trace buffer is a FIFO 
(First-In First-Out) mainly used to detect the start and the 
end patterns of an I/O access. Also it stores the time tag with 
the PC values. The time tag will tell when a specific function 
call happens. The PC values of function calls collected in 
Figure 5 correspond to the execution trace of Task1 in 
Figure 3. That is, if the main processor repeatedly executes 
Task1, the same execution trace may be found in the trace 
buffer. More specifically, Figure 5 shows the execution 
pattern when the processor executes “Memory section A_1”, 
and this corresponds to the time when an I/O access starts. 
 To search for the start pattern in accessing a certain I/O 
device, the proposed PMU stores a trace of function calls in 
the FIFO buffer until a specific I/O device control system 
call is found. When the specific call is found as in Figure 5, 
the history information stored in the FIFO is defined to be 
the start pattern of the corresponding device. We save the 
found start pattern into a table called “DPM Tab”, and this 
will be used to compare with future I/O access patterns. The  
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Figure 6 Structure of processor core and PMU 

detection of the end pattern is found by checking the last PC 
value in the FIFO. If the PC value corresponds to a system 
call, the PC history values from the start of the I/O access till 
the end of the I/O access are stored. If no new access is 
made during a predetermined amount of time, the saved 
pattern is defined to be the end pattern of the I/O access. 
This end pattern may be used to predict the end of I/O 
accesses in advance for aggressive power management.  

C.  Detection of Longest Common Patterns 

From the stored PC values in the trace buffer, we need to 
extract a pattern which is related to I/O device accesses. 
Therefore, we implement a LCS (longest common 
subsequence) algorithm [4] inside the PMU module. Since 
LCS is a polynomial time algorithm which finds the longest 
common subsequence from the two given patterns, it enables 
us to maximize the prediction time range. Figure 6 shows 
the PMU structure where the PC values delivered by the 
processor and stored in the CTB (current trace buffer) are 
used by the LCS module to extract the longest common 
pattern for I/O device accesses.   

Here is a brief explanation of each module that we 
implemented in the PMU.  

1. Current Trace Buffer (CTB) 
A FIFO buffer of which individual field is {Address, 
Time Tag} which is a pair of the address of a function 
call and the time when the call is invoked. 

2. Save Trace Buffer (STB) 
The same structure as CTB, but STB contains the 
pattern to be matched in the CTB. The result from the 
LCS module will be updated in the STB for future 
pattern matching. 

3. Filter
Filter module forces only the PC values which 
correspond to a function call to be stored in CTB and 
STB. This filter also checks the address range so that 
only the addresses which fall into the application’s 
memory area will be delivered to CTB and STB. 

4. LCS Module 
A hardware implementation of the LCS algorithm. This 

searches for the longest common subsequence between 
the patterns in STB and ones in CTB. The newly 
acquired common pattern will be stored in STB for 
future comparison. 

5. DPM Tab. 
This table stores the information which is necessary for 
predictive I/O access control. Each field of the table 
consists of a quintuple, {matched address0, matched 
address1, matched address 2, matched address 3, 
prediction}. The four matched addresses are extracted 
address patterns from the LCS module, and will be used 
for prediction. (The number of matched addresses can 
be any number but we chose four addresses in the 
current implementation.)   

TABLE 2 
Predictive power management algorithm 

state  1st 
repeat_cnt  0 

pattern_gathering : 
While TRUE 
    Do repeat 
        Until I/O_Dev_Ctrl 
    If state = 1st 
        Then STB  Filter(inst, addr) 

Else CTB  Filter(inst, addr) 

Switch state 
    Case 1st 
        state  2nd 
       Goto pattern_gathering 
    Case 2nd 
        STB  LCS(CTB, STB) 
        If repeat_cnt < 10 
            Then repeat_cnt  repeat_cnt + 1 

               Goto pattern_gathering 

DPM Tab{Match_Addr0}  STB[Highest+0] 
DPM Tab{Match_Addr1}  STB[Highest+1] 
DPM Tab{Match_Addr2}  STB[Highest+2] 

The algorithm to predict the start pattern for an I/O device 
access is given in Table 2. When the PMU executes the 
algorithm above, the results will be stored in the DPM Tab.  
The PMU constantly compares the information in the DPM 
Tab with the current PC patterns, and if there is a match, the 
PMU sends a wake-up command to the device in advance. 

IV. Implementation of PMU 

To show the effectiveness of our approach, we implemented 
our PMU on an SoC platform and tested with several 
application programs. Figure 7 shows the system block 
diagram integrated with our proposed PMU. To implement  
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Figure 7 PMU System Block Diagram 

our PMU on an embedded platform, the following steps 
have been carried out. 

We have used an SoC platform which is equipped with a 
Leon2 [7] processor core from Gaisler Research and an 
FPGA device. Most of the modules to implement the PMU 
are implemented on the FPGA device. The PMU in the 
FPGA is capable of monitoring the internal information of 
the LEON2 core including the values of the PC. The LEON2 
core operates at 50MHz. To test the capability of PC value 
monitoring by the PMU, an external hard disk is connected 
through an IDE interface. The activity is monitored while an 
application is requesting data on the hard disk. Linux kernel 
2.6.11 is ported as the embedded operating system. 

The PMU system has been designed by following the next 
procedure. First, the proposed PMU designed in Verilog 
HDL is verified with reasonable I/O access patterns using 
Mentor Graphics’ ModelSim simulator. Second, we program 
the PMU into the FPGA device. Next, we have run four 
different applications while the PMU records the history of 
I/O patterns. Based on the saved information, the PMU 
makes predictive decisions on the future I/O accesses to 
enable an early wake-up while minimizing power 
consumption aggressively. 

V. Experimental Result 

To evaluate the performance of the PMU, four different 
applications, mplayer (multimedia player), vi editor (text 
editor), links (text web browser), and cmdftp (file transfer 
protocol) are selected and executed. These applications are 
selected since they are common benchmark programs for the 
LEON2 processor. The results from our evaluations are 
summarized in Figure 8.  

Figure 8 shows the results on the prediction time 
determined by the PMU. When we evaluate the results 
solely based on the prediction time, the maximum prediction 
time for four different application programs turns out to be  

Figure 8 Prediction Time for I/O device control  

Figure 9 Prediction Accuracy 

286ms. The prediction time of N seconds means that the 
PMU notifies the system to wake up the device N seconds 
earlier than the real I/O access begins. In case of mplayer 
and links, the prediction times are reasonably long and the 
actual times are 286ms and 97ms, respectively. In case of vi 
editor and cmdftp, the prediction times are 341 s and 89.2 s,
respectively. The main reason that mplayer and links result 
in longer prediction times is because the relative size of 
library routines is larger than application code in these 
applications. When an application is dependent on library 
routines heavily, the PMU filter can filter out the addresses 
which fall into the library. Therefore, much less information 
is stored in CTB and STB. Also, the actual program size 
may be also another decisive factor in determining the 
prediction time.  
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Figure 9 shows the results on the accuracy of the 
prediction, which is another important performance metric. 
In case of mplayer and vi, the ratio of correct predictions 
(correct prediction/attempted prediction) is 95%. However, 
in case of cmdftp, the correct prediction ratio is 75%. In case 
of links, prediction is not attempted in most cases (78.3%), 
and in 21.7% of prediction attempts, the correct prediction 
rate is merely 14.4%, and the miss prediction rate is 7.3%. In 
case of links, the prediction has not been attempted much 
since there are various ways to enter the device driver. So 
the pattern matching has not happened much, and the 
accuracy of the prediction is not great either. 

VI. Conclusions 

 In this paper, we propose a novel PMU architecture which 
can be used to aggressively control the power states of I/O 
devices. The distinctive feature of the proposed PMU is that 
it has the capability of predicting the upcoming I/O accesses 
by comparing the previously stored access pattern and the 
currently occurring execution patterns. The PMU is 
implemented in hardware as a part of the Leon2 processor 
core. To evaluate the performance of the PMU, four different 
applications have been executed with the PMU. 
Experimental results show that depending on the type of 
applications, different results on the prediction ranges and 
the prediction accuracies have been obtained. For some 
applications like mplayer and vi, excellent results are 
obtained. For I/O accesses which have various ways to enter 
the device driver, the current PMU has shown poor results in 
prediction capability. We are in the middle of improving this 
limitation by implementing more intelligent pattern 
matching mechanisms. 
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