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ABSTRACT
In this paper, we propose a new model order reduction approach
for large interconnect circuits using hierarchical decomposition and
Krylov subspace projection-based model order reduction. The new
approach, called hiePrimor, first partitions a large interconnect cir-
cuit into a number of smaller subcircuits and then performs the
projection-based model order reduction on each of subcircuits in
isolation and on the top level circuit thereafter. The new approach
can exploit the parallel computing to speed up the reduction pro-
cess. Theoretically we show hiePrimor can have the same accu-
racy as the flat reduction method given the same reduction order
and it can also preserves the passivity of the reduced models as
well. We also show that partitioning is important for hierarchical
projection-based reduction and the minimum-span objective should
be required to archive best performance for hierarchical reduction.
The proposed method is suitable for reducing large global intercon-
nects like coupled bus, transmission lines, large clock nets in the
post layout stage. Experimental results demonstrate that hiePrimor
can be significantly faster than flat projection method like PRIMA
and be order of magnitude faster than PRIMA with parallel com-
puting without loss of accuracy.

1. INTRODUCTION
Compact modeling of passive RLC interconnect networks has

been a research-intensive area in the past decade owing to increas-
ing signal integrity effects and increasing design complexity in to-
day’s nanometer VLSI designs. Reducing the parasitic RLC circuits
by approximate compact models can significantly improve the sim-
ulation and verification process in nanometer VLSI designs. As the
technology moves to 45nm, the massive extracted post-layout cir-
cuits will make the reduction imperative before any meaning simu-
lations and verifications. Hence the reduction algorithm must scale
to attack very large circuit sizes in the future.

One of the most successful reduction algorithms is based on sub-
space projection [12, 3, 17, 6, 10, 19]. Those methods typically
project the original circuit stats into the dimensioned-reduced Krylov
subspace to reduce the model order. Projection-based methods were
pioneered by Asymptotic Waveform Evaluation (AWE) algorithm [12]
where explicit moment matching was used to compute dominant
poles at low frequency. Pade via Lanczos (PVL) [3], Arnoldi Trans-
formation method [17] improved the numerical stability of AWE,
congruence transformation method [6] and PRIMA [10] can further
produce passive models. At the same time, many other approaches
also have been proposed, such as balanced truncation based reduc-
tion methods [11, 21, 22], local node reduction methods [15, 16]
and general node reduction reduction method [13, 18]. But Krylov
subspace based-reduction method remains a viable approach for

∗This work is supported in part by NSF CAREER Award CCF-
0448534, UC Micro Program #06-252 and #07-105 via Cadence
Design System Inc.

many practical interconnect reduction problems owning to its high
efficiency. Existing projection based reduction methods, however,
lack the general way to exploit the parallel computing capabilities,
which become more popular with emerging multi-core computing
architectures. We notice that Grimme has explored the parallel com-
putation for multi-point Krylov based reduction where each Krylov
subspace from each expansion point is computed in parallel [5].

But in this paper, we investigate the parallelism within the reduc-
tion operations in one expansion point for one large interconnect cir-
cuit. Hierarchical reduction of interconnects have also been studied
from different perspectives. In HiPRIME algorithm [8], hierarchi-
cal reduciton has been extended in the extended Krylov subspace
method (EKS) to fast compute the responses of on-chip power grid
networks. The HiPRIME method reduces both system and input
signals at the same time in a hierarchical way, but it does not pro-
duce a reduced model for general use. In the RecMOR method [4],
Feldmann and Liu applied the combined terminal and model order
reduction on the subcircuits based on the observation that partition-
ing may lead to many circuits with many new terminals, which will
affect the efficiency for projection-based reduction methods. How-
ever, terminal reduction in general still remains a difficult problem
and may not be effective for many practical problems [11, 9].

In this paper, we propose a new hierarchical Krylov subspace
based reduction method. The new method combines the min-cut
based partitioning and Krylov subspace method to speed up the re-
duction process. The proposed method is more suitable for reduc-
ing many large global interconnects like coupled bus, transmission
lines and large clock nets where the number of ports are general
not significant. The new method, called hiePrimor, first partitions
a large RLC circuit into two or more levels and then perform the
projection based reduction on subcircuits in a bottom-up way. Our
contributions are as follows: (1) theoretically we show that if kth or-
der block moment order is preserved in all the reduction processes
for all subcircuits and top level circuit, then first k block moments
will be preserved in the final reduced models; (2) we prove that the
new hierarchical reduction method also preserve the passivity of the
reduced models for RLC circuits at all the hierarchical level; (3) we
show that the proposed method not only can exploit parallel com-
puting to speed up the reduction process, but also can significantly
improve the analysis capacity by partitioning strategy; (4) we study
the impacts of partitioning on the reduction efficiency and show
that partitioning is critical for the hierarchical reduction process and
min-span or min-cut objective should be performed for partitioning.
We apply the existing hMETIS partitioning tools [1] to perform the
min-cut partitioning. Experimental results show that the proposed
method can lead to significant speedup over flat projection based
method like PRIMA and order of magnitudes speedup over PRIMA
if parallel computing is used. Interconnect circuits with millions
of nodes can be analyzed in a desktop PC using Matlab in a few
minutes.

The rest of the paper is organized as follows. We review the
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Krylov subspace based model order reduction in Section 2. Then
we present the main idea of new method using an illustrative exam-
ple in Section 3. We show moment matching property for the new
method in Section 4. In Section 5 we prove that the new method
preserves the passivity of the reduced models. We discus the par-
titioning impacts and scheme in Section 6. We present the experi-
mental results in Section 7, and conclude the paper in Section 8.

2. REVIEW OF SUBSPACE PROJECTION
BASED MOR METHODS

In this section, we review the Krylov subspace projection-based
methods, which are also used for our hierarchical projection MOR
method.

Without loss of generality, a linear m-port RLC circuit can be
expressed as

Cẋn = −Gxn +Bum
im = LT xn

(1)

where xn is the vector of state variables and n is the number of
state variables, m is the number of independence sources specified
as ports. C, G are storage element matrix and conductance matrices
respectively. B and L are position matrices for input the output ports.

Define A =−G−1C, A∈ℜn×n and R = G−1B, R = [r0,r1, ...,rm]∈
ℜn×m. The transfer function matrix after Laplace transformation is
H(s) = LT (G + sC)−1B = LT (In − sA)−1R where In is the n × n
identity matrix. The block moments of H(s) are defined as the co-
efficients of Taylor expansion of H(s) around s = 0:

H(s) = M0 +M1s+M2s2 + ... (2)

where Mi ∈ ℜm×m and can be computed as Mi = LT AiR. In the
sequel, we also use mi denotes the terminal count for subcircuit i.

The idea of model order reduction is to find a compact system
of a much smaller size than the original system. Krylov subspace
based method accomplishes this by projecting the original system
on a special subspace which spans the same space as the block mo-
ments of the original system. Specifically, the block Krylov sub-
space is defined as

Kr(A,R,q) = colsp[R,AR,A2R, ...,Ak−1R,

Akr0,A
kr1, ...,A

krl ] (3)

k = �q/m�, l = q−km. (4)

For simplicity of expression, we assume q = m×k in the following
and k is the order of block moments used in the Krylov subspace.
i.e. k order block moments will be matched if Krylov subspace
Kr(A,R,mk) is used. Then, projection MOR method tries to find or-
thogonal matrix X ∈ ℜn×q such that colsp(X) = Kr(A,R,q). With

C̃ = XTCX G̃ = XT GX

B̃ = XT B L̃ = XT L

the reduced system of size q is found as

C̃ ˙̃xn = −G̃x̃n + B̃um
im = L̃T x̃n

(5)

The reduced transfer function become Ỹ (s) = L̃T (G̃ + sC̃)−1B̃.
An important result for projection-based MOR methods is that the
reduced system approximates the original systems in terms of mo-
ment matching: if Kr(A,R,q) ⊆ span(X), then the reduced transfer
function Ỹ (s) and original transfer function H(s) matches the first
k block moments where k = q/m. Also when L = B, the reduction
process preserves passivity.

3. HIERARCHICAL PROJECTION MOR METHOD:
HIEPRIMOR

We introduce our method by using an illustrative RC example
circuit shown in Fig. 1. This circuit has been partitioned into three
parts, the two subcircuits I and II and the top part, which connects
the two subcircuits. The two subcircuits are connected via the top
level circuit only.

+

−

+

−u1
u2

I IItop

iu1
iu2

G1 G2 G3 G4

C1 C2
C3 C4

v1 v2 v3 v4v5

Fig. 1. A partitioned RC circuit.

As a result, we have the partitioned MNA equations as shown
in (6), where we partition the matrix into three parts and the input
sources into two parts as input sources only appear in partition I and
top level partition.

In general, we can write a n-way partitioned RLC circuit into the
following general form:⎡

⎢⎢⎢⎣
G1 0 ... GT

1t
0 G2 ... GT

2t
...

... ...
...

G1t G2t ... Gtt

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

x1
x2
...

xt

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎣

C1 0 ... 0
0 C2 ... 0
...

... ...
...

0 0 ... Ctt

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

ẋ1
ẋ2
...

ẋt

⎤
⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎣

B1 0 ... 0
0 B2 ... 0
...

... ...
...

0 0 ... Btt

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

u1
u2
...

ut

⎤
⎥⎥⎥⎦

(7)

where the xi is the internal variable vector for partition i and ui is
the external input vector for partition i. xt and ut are the variables
and external input vectors of top level circuit. If there are no external
inputs for partition i, then the corresponding columns in the position
matrix can be removed as shown in (6). To simplify the notation,
we also rewrite (7) as

Gx+Cẋ = Bu (8)

The idea of hierarchical projection-based reduction is to perform
the reduction using projection MOR method for each subcircuit first
assuming that the subcircuits are disconnected from the rest of the
circuit. After the subcircuits are reduced, we perform the reduction
on the their parent circuits of the subcircuits until we reach to the
top level circuit. The benefit of doing this is that we can reduce the
computation complexity by performing the reduction on the sub-
circuits and intermediate circuits and parallelism can be exploited
to further speed up the reduction process as each subcircuit in one
hierarchical level can be reduced independently.

To illustrate this idea, we still use the example in Fig. 1. To
reduce the subcircuit I, we have the following subcircuit matrix:⎡
⎣ G1 −G1 −1
−G1 G1 +G2 0

1 0 0

⎤
⎦

⎡
⎣v1

v2
iu1

⎤
⎦+

⎡
⎣0 0 0

0 C1 0
0 0 0

⎤
⎦

⎡
⎣ v̇1

v̇2
i̇u1

⎤
⎦=

⎡
⎣0 0

0 1
1 0

⎤
⎦

[
u1
i2

]

(9)
where i2 is the current source attached to node 2, which becomes
a terminal node now. The added current source is just for reduc-
tion propose. Note that the position matrix B1 = [0 0 1]T for this
subcircuit has been changed to

B′
1 =

⎡
⎣0 0

0 1
1 0

⎤
⎦ (10)
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⎡
⎢⎢⎢⎢⎢⎢⎣

G1 −G1 −1 0 0 0 0
−G1 G1 +G2 0 0 0 −G2 0

1 0 0 0 0 0 0
0 0 0 (G3 +G4) −G4 −G3 0
0 0 0 −G4 G4 0 0
0 −G2 0 −G3 0 (G2 +G3) −1
0 0 0 0 0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

v1
v2
iu1
v3
v4

v5
iu2

⎤
⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0
0 C1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 C3 0 0 0
0 0 0 0 C4 0 0
0 0 0 0 0 C2 0
0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

v̇ 1
v̇ 2

i̇u1

v̇ 3
v̇ 4

v̇ 5

i̇u2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0
0 0
1 0
0 0
0 0
0 0
0 1

⎤
⎥⎥⎥⎥⎥⎥⎦

[
u1

u2

]

[
iu1
iu2

]
=

[
0 0 1 0 0 0 0
0 0 0 0 0 0 1

]
xn

xT
n =

[
v1 v2 iu1 v3 v4 v5 iu2

]
(6)

Fig. 2. Illustration of partitioned MNA matrix for a RC circuit.

This modification reflects the fact that the subcircuit I now has two
terminal nodes: node 1 and node 2. Notice that all the internal
nodes, which are inside a subcircuit and are connected to bound-
ary node at the upper level via a device branch, become the termi-
nal nodes of the subcircuits for the reduction propose (as the case
of node 2). If a subcircuit does not have any external input (such
as the subcircuit II), all the nodes incident on the boundary nodes
will become the terminal nodes for the reduction of the subcircuit.
As projection based-MOR method becomes less effective for in-
creasing terminal counts, we should try to minimize the terminal
counts of subcircuit. Therefore, the hierarchical reduction requires
the min-span like 1 partitioning of the circuit to as span is the num-
ber of terminals of all the subcircuits. In this way, we can achieve
better reduction performance. We will further the discussion of the
partitioning issue in the section 6.

After the projection matrix V1 is computed using (9), where V1 is
the kth order block Krylov subspace. i.e. V1 ⊆Kr(G−1

1 B1,G
−1
1 C1,km1),

where m1 is the terminal count of subcircuit 1, we can perform the
reduction. But now we need to look at the subcircuit in the context
of the whole circuit. From (7), for the subcircuit 1, we have

G1x1 +C1ẋ1 +GT
1txt = B1u1 (11)

After the reduction, we have

G̃1z1 +C̃1ż1 + G̃T
1t xt = B̃1u1 (12)

where x = V1z, G̃1 = V T
1 G1V1, C̃1 = V T

1 C1V1, B̃1 = V T
1 B1, G̃1t =

V1G1t . Note that we use original B1 here instead of B′
1. Since the

colsp(B1) ⊆ colsp(B′
1), we can use subspace defined in V1 to per-

form the reduction.
We repeat the the reduction process on all the subcircuits as men-

tioned above. After this, we end up with the following order reduced
system at the top level:⎡

⎢⎢⎢⎣
G̃1 0 ... G̃T

1t
0 G̃2 ... G̃T

2t
...

... ...
...

G̃1t G̃2t ... Gtt

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

z1
z2
...

xt

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎣

C̃1 0 ... 0
0 C̃2 ... 0
...

... ...
...

0 0 ... Ctt

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

ż1
ż2
...

ẋt

⎤
⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎣

B̃1 0 ... 0
0 B̃2 ... 0
...

... ...
...

0 0 ... Btt

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

u1
u2
...

ut

⎤
⎥⎥⎥⎦

(13)

1span of cut net means that the number of internal nodes that a cut
net connects from all the partitions.

In this paper, we only present the results for two level reduction as
shown in (7). But the proposed method can be trivially extended to
more hierarchical levels. We can also rewrite (13) as

Grx̃r +Cr ˙̃xr = Brur (14)

With (13), we can continue the reduction by performing the re-
duction at the top level circuit using the projection-based reduction
method again. After this, we have final reduced model:

G̃x̃+C̃ ˙̃x = B̃u (15)

where G̃ = V T
t GrVt , C̃ = V T

t CrVt , B̃ = V T
t Br. Gr and Cr and Br are

the circuit matrices in (14) and Vt ⊆ Kr(G−1
r Br,G

−1
R Cr ,qt), where

qt = kmt and mt is the terminal count in top level circuit.

4. MOMENT MATCHING CONNECTION
In this section, we analyze the moment matching property of the

proposed method. We show that if the kth order block moment is
preserved/matched in the reductions for all the subcircuits and for
the top level circuit, the final reduced model preserves the first k
block moments of the original system.

Let’s assume that we have an interconnected circuit system with
the transfer function H(s), it consists of n subcircuits that connects
together. Assume that we denote subcircuit i as (Gi,Ci,Bi) and we
perform the projection based model order reduction on the subcir-
cuit i only

(G̃i,C̃i, B̃i) = (V T
i GiVi,V

T
i CiVi,V

T
i Bi) (16)

and keep all the other system unchanged. We generate the projec-
tion matrix Vi such that

Vi ⊆ Kr(Ai,Ri,qi) (17)

where Ai = −G−1
i Ci, Ri = G−1

i Bi and qi = kmi. Then we have the
following result:

LEMMA 1. The resulting interconnected circuit system transfer
H̄1(s), which consists of the order reduced subcircuit (G̃i,C̃i, B̃i)
with rest of subcircuits unchanged, matches the first k block mo-
ments of H(s).

The detailed proof of this lemma can be found at [20]. With Lemma 1,
we can easily obtain the following result. For the interconnected cir-
cuit system H(s), all of its subcircuits are reduced by the projection
based MOR method such that

(G̃i,C̃i, B̃i) = (V T
i GiVi,V

T
i CiVi,V

T
i Bi), i = 1, ...,n (18)

such that Vi ⊆ Kr(Ai,Ri,qi), qi = kmi for all the subcircuits.

COROLLARY 1. The resulting interconnected circuit system trans-
fer H̄2(s), which consists of the order reduced subcircuit (G̃i,C̃i, B̃i), i =
1, ...,n for all subcircuits, matches the first q block moments of H(s).

The proof of Corollary 1 can be obtained when we apply Lemma 1 n
times to the interconnected circuit system H(s) such that we reduce
one subcircuit at a time.

Now we are ready to present the main result regarding the pro-
posed hierarchical model order reduction method, hiePrimor.

THEOREM 1. Given a partitioned RLC circuit defined in (7)
with transfer function H(s), if we perform the projection based re-
duction on all the subcircuit and then top level circuit such that kth
order block moment is preserved in the all reduction processes, the
transfer function H̃(s) of the reduced system in (15) will match the
first k block moments of H(s).
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The proof of the theory is obvious in light of Corollary 1 and the fact
the top level reduction on (13) also preserves the kth order block
moment. Theorem 1 also indicates that for hierarchical reduction
process, we should always use the same order for all the reduction
processes. For the same reduction order k, different subcircuit may
have different reduced model sizes as the size of the reduced model
is kmi, where mi is the terminal count of the subcircuit i.

In summary, the proposed hierarchical projection based reduc-
tion method, hiePrimor, will have the same accuracy as the flat pro-
jection based method if both methods use the same reduction order
(order of block moments in the Krylov subspace).

5. ANALYSIS OF PASSIVITY PRESERVA-
TION

In this section, we show that the proposed hiePrimor method pre-
serves the passivity of the reduced models.

It is clear that the passivity is preserved for the reduction of the
leaf level subcircuits as it is normal projection based model order
reduction [14]. The only thing left is to show that reduction on the
intermediate or top level circuits indicated by (13) still preserves the
passivity.

THEOREM 2. The hierarchical projection based reduction al-
gorithm preserves the passivity of the order reduced models at in-
termediate and top level circuits.

Proof: For a passive circuit, its transfer function must be positive
real. A network circuit with matrix transfer function H(s) is said to
be positive real iff

(1) H(s) is analytic, for Re(s) > 0
(2) H∗(s) = H(s∗) , for Re(s) > 0
(3) H(s)+H(s∗)T ≥ 0 , for Re(s) > 0

where ≥means nonnegative definite (or positive semidefinite). Con-
dition (1) and (2) are typically always satisfied for a RLC circuit as
it does not have unstable poles and the system has real response.
And condition (3) needs to be proved.

Let denote the transfer function of the final reduced model in
(15) as H(s) = B̃T (G̃ + sC̃)−1B̃. Condition 3 is equivalent to the
requirement that G̃ + sC̃ is positive real:

W (s) = G̃+ sC̃ ≥ 0 (19)

Let’s s = σ+ jω and σ > 0, then W (s)+W (s∗)T becomes

Kh(s) = G̃+ G̃T +2σC̃ (20)

We now need to prove that Kh(s) is positive real.
As we know that G̃ = V T

t GrVt and C̃ = V T
t CrVt . If we define

Vr = diag(V1,V2, ...,Vn, I), where Vi are the projection matrix for
subcircuit i. We can rewrite (14) as

V T
r GVrxr +V T

r CVrẋr = V T
r Bur (21)

V T
t V T

r GVrVt x̃+V T
t V T

r CVrVt ˙̃x = V T
t V T

r Bu (22)

As a result, Kh(s) become

Kh(s) = V T
t V T

r (G+GT +2σC)VrVt (23)

where G and C are the circuit matrices written in the partitioned
form as defined in (7). Therefore we need to prove that G + GT +
2σC is positive real as Kh(s) is obtained by congruence transforma-
tion W T (G+GT +2σC)W , where W = VtVr.

The partitioned G matrix is not in the so-called passive form us-
ing MNA formation from a RLC circuit as shown below: [10]

Gp =
[

N ET

−E 0

]
(24)

where Gp ≥ is nonnegative definite as N ≥ 0 is nonnegative def-
inite. Notice that each subcircuit conductance matrix Gi is in the
passive form as we need to perform passive reduction using pro-
jection methods for each subcircuit. In this case, one can easily
prove that Gp can be obtained by permuting same set of rows and
columns simultaneously. Such permutation can be represented by
the permutation matrix P:

Gp = PT GP; (25)

This is true for C matrix. Finally, we have

Kh(s) = V T
t V T

r PT (Gp +GT
p +2σCp)PVrVt (26)

Since Gp + G and Cp are negative definite for RLC circuits, Kh(s)
is positive real. QED

6. CIRCUIT PARTITIONING
Partitioning plays an important rule for the performance of the

proposed reduction method. The reason is that the nodes that are
inside a subcircuit and are incident on the boundary nodes at the top
level will become the terminal nodes for subcircuits. The sizes of
the reduced models grow linearly with the terminal number of the
original circuits in the projection based reduction framework as the
size of the reduced model is kmi, where k is the block moment order
and mi is terminal count for subcircuit i. To have smaller sizes of the
reduced matrices (thus smaller nonzero elements in the matrices)
which will be stamped into the higher level circuit matrix for further
reduction, we need reduce terminal count of subcircuits as much
as possible. This calls for the minimum-span like partitioning to
achieve this.

Also the size of subcircuits cannot be too small compared with
the number of terminals to have meaningful reduction on subcir-
cuits. As a result, the proposed method is more suitable for very
large RLC networks like bus, coupled transmission lines and clock
nets with loosely coupled subcircuits.

After partitioning, the subcircuit terminals generated by parti-
tioning will be driven by current sources in general, which requires
the subcircuit has DC path for all of its nodes. If this is not the case,
we have to introduce voltage sources at the terminal for the reduc-
tion purpose (to make the subcircuit Gi non-singular). This will add
more interface terminals to the original circuits. As a result, we
should minimize the capacitive cut. But the proposed method does
not have any restrictions on types of boundary nodes.

To meet the partitioning requirement, we apply hMETIS partition
tool suite [1], which employs the hierarchical partitioning strategy
and is the best min-cut partitioning tools available. hMETIS tool
suite is very efficient for partitioning very large networks. With
hMETIS, the hiePrimor is able to reduce very large interconnect
cirucits with millions of nodes in a PC using Matlab.

For very densely coupled circuits, the proposed method can still
be applied. First, for the capacitively coupled circuits, it is well
known that the coupling is more localized, which means the cou-
pling can easily reduced without loss of much accuacry. For induc-
tive coupling, which has long range effects due to partial inductance
formation, many methods exist to reduce the coupling using various
windon-based truncation techniques [7, 2, 23]. After this we apply
partition the less coupled circuits for hierarchical reduction.

7. EXPERIMENTAL RESULTS
In this section, we report the experiment results of hiePrimor on

some interconnect circuits. We compare it with PRIMA [10] with
and without parallel computing settings. We implement the hiePri-
mor method and original PRIMA using Matlab 7.0 and Python on a
Intel Xeon 3.0GHz dual CPU workstation with 2GB memory under
Linux environment.
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TABLE I
REDUCTION TIME COMPARISON OF PRIMA AND HIEPRIMOR (k = 4, q = n×k)

Test Ckts #Nodes #Sub #Ports PRIMA (s) hiePrimor (s) Speedup
Ckt1 25k 2 8 5 4 1.25
Ckt2 50k 4 16 16 9 1.78
Ckt3 100k 8 16 32 13 2.46
Ckt4 200k 8 16 69 27 2.56
Ckt5 500k 16 24 248 60 4.13
Ckt6 800k 16 24 401 99 4.05
Ckt7 1M 16 32 863 154 5.60
Ckt8 1.5M 16 20 − 176 −

We use sparse matrix structures in Matlab. Python is used for
a parser converting Spice format netlist into Matlab format. Our
Matlab implemented program ran fast because Python already did
most of the I/O operations and Matlab could concentrate on only
matrix (vector) operations.

Our test circuits are created based on a bus circuit structure,
where each circuit has capacitively-coupled bus lines with differ-
ent length and each of them are modeled as RC ladder-like circuits.
To partition the testing circuit in SPICE format, we transform the
netlist into the one that hMETIS can read and then partition the cir-
cuits into several small spice format circuits of equal size with the
min-cut objective.

We first show that hiePrimor and PRIMA give almost the same
accuracy for the given block moment order k (our claim in Sec-
tion 4). We set the reduction order q as q = n× k, where n is the
number of ports. Fig. 3 shows the frequency responses of Y(1,1)
and Y(1,2) from the reduced models by hiePrimor and PRIMA.
Fig. 4 shows the differences between hiePrimor and PRIMA. In all
the test circuits, the accuracy of PRIMA and the hiePrimor are the
almost the same numerically, although their results may be a little
bit different from the exact one.

10
6

10
7

10
8

10
9

10
−2

10
−1

10
0

10
1

Frequency

M
ag

ni
tu

de

Admittance Response Y(1,1)

Exact response
PRIMA
HiePrimor

10
6

10
7

10
8

10
9

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Frequency

M
ag

ni
tu

de

Admittance Response Y(1,2)

Exact response
PRIMA
HiePrimor

Fig. 3. Accuracy comparison of PRIMA and hiePrimor in Ckt1
when k = 4
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Fig. 4. Difference between PRIMA and hiePrimor in Ckt1 when
k = 4
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Fig. 5. Accuracy comparison of hiePrimor in Ckt1 when k = 8

If we increase the value of k, we can obtain the more accurate
models. Fig. 5 shows the comparison results for Ckt 1 for k = 8.
We can see the results are much better than the previous case when
k = 4. Notice that the results from hiePrimor and PRIMA are still
almost the same this time and their sizes after reduction are the same
too.

Next, we compare hiePrimor with PRIMA in a single CPU set-
ting in terms of reduction times. Table I shows the circuit statistics
and comparison results of PRIMA and the hiePrimor. #Node is the
number of nodes, #Sub is the number of subcircuits, #Ports is num-
ber of ports (terminals) of the circuit and ’-’ means out of memory
or could not end in a reasonable time. We set reduction (block mo-
ment) order k = 4 in all the test circuits so that each circuit has the
same reduced order (size) after reduction. It may be not accurate
enough for k = 4 in all the circuits. But given that fact that hiePri-
mor gives almost the same accuracy as PRIMA, k = 4 is sufficient
for us to compare reduction CPU times for them. The last column
is the speedup of hiePrimor over PRIMA. We can see that hiePri-
mor can roughly run 5× faster than PRIMA for large scale circuits.
It also shows that the hiePrimor has a better performance when the
size of the circuits become larger. Note that such speed up is gained
without sacrificing accuracy loss.

Typically, the more partition number, the more speedup gained.
But we also need to consider the cost of combining all the lower
level subcircuits into higher level. Also as we get more partitions,
the ratio of terminal node and internal nodes may get smaller, which
may hurt the reduction efficiency as the subcircuits may not be ef-
fectively reduced. So number of partitions need to be properly se-
lected practically based on the actual situation. Table II shows the
relationship between partition number and reduction time.

Another observation is that hiePrimor becomes more efficient
than PRIMA when the number of ports increases. We use differ-
ent number of ports for the same circuit (Ckt7) using both hiePri-
mor and PRIMA with the same reduction order. With smaller num-
ber of ports, hiePimor become more faster than PRIMA. Table III
shows the reduction time comparison of PRIMA and hiePrimor for
the same large circuit (Ckt7) with different number of ports. One
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reason is that ports are dispersed into subcircuits after partitioning
and model order at the top level is already much smaller than orig-
inal, while for PRIMA, its time complexity is highly related to the
number of ports for given the same block moments k.

Further, we compare the two methods in the artificial parallel
computing settings. It is relatively easy to parallelize our method
because each subcircuit obtained by partitioning is stored in an inde-
pendent spice format file. In parallel computing setting, the running
time of hiePrimor is only the sum of the maximum subcircuit level
reduction time among all the subcircuits and the top-level reduction
time (for two level reduction). The results in Table IV show that
we can have one order of magnitude or more speedup in this case.
With more levels, we expect more speedup as more parallelism can
be exploited.

TABLE II
REDUCTION TIME FOR DIFFERENT NUMBER OF PORTS (k = 4,

q = n×k)
Test Ckts #Parts = 2 #Parts = 4 #Parts = 8 #Parts = 16

Ckt5 116 100 71 60
Ckt6 374 251 128 99
Ckt7 383 298 204 154
Ckt8 675 394 257 176

TABLE III
REDUCTION TIME FOR DIFFERENT NUMBER OF PARTITIONS

(CKT7, k = 4, q = n×k)
#Ports PRIMA hiePrimor Speedup

8 189 56 3.38
16 339 96 3.53
32 863 154 5.60

TABLE IV
REDUCTION TIME COMPARISON OF PRIMA AND HIEPRIMOR

WITH PARALLEL COMPUTING SETTING (k = 4, q = n×k)
Test Ckts Max Sub (s) Top (s) Sum (s) Speedup

Ckt1 2 0 2 2.50
Ckt2 3 1 4 4.00
Ckt3 3 1 4 8.00
Ckt4 5 1 6 11.50
Ckt5 6 1 7 35.43
Ckt6 10 1 11 36.46
Ckt7 17 3 20 43.15
Ckt8 14 1 15 −

8. CONCLUSION
In this paper, we have proposed a new projection based model

order order reduction method. The new method, called, hiePri-
mor, applies divide-and-conquer strategy to reduce the reduction
complexity and speed up the reduction process. It applies Krylov
subspace projection based reduction on a partitioned circuit where
subcircuits are reduced in a bottom-up way until top level circuit
is reduced. Compared to the existing flat-projection-based reduc-
tion approaches, hiePrimor can give the same accuracy given the
same reduction order. It also preserves the passivity of the reduced
models as well. We also present a partitioning method and show
that partitioning is important and min-span objective is required to

archive best performance for hierarchical reduction. Experimental
results demonstrate that hiePrimor can be significantly faster than
PRIMA given a good partitioning and be much faster if parallel
computing is used without loss of accuracy.
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