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Abstract—This paper presents a light-weight hybrid protocol

called Bin-MAC (Binary Medium Access Control) for highly

resource-constrained wireless sensor nodes. In addition to sim-

plicity and low footprint, a distinguishing feature of Bin-MAC

is its deterministic contention resolution mechanism, which

enables it to achieve bounded latency on data transmissions. As

a result, Bin-MAC can be applied to delay-sensitive applications

with real-time constraints, a feature not provide by most of

the existing hybrid protocols. Another feature of the proposed

protocol is that it requires carrier-sensing hardware only on the

base station side, and sensor nodes do not have to possess such

capability. Bin-MAC does not require clock synchronization,

and thus clock drifts have no impact on its performance.

Experimental results show Bin-MAC to be scalable and able

to handle large network sizes without noticeable performance

degradation.

Keywords-hybrid protocol; ultra-compact nodes; collision

detection; deterministic contention resolution;

I. INTRODUCTION

In an event-driven WSN, sensor nodes transmit to the sink
only when certain events occur (e.g., motion in case of infant
monitoring) as opposed to continuous networks in which
data is being reported at regular intervals. Event detection
requires sensors to be vigilant most of the time. Passive
vigilance, i.e., limited attention to ambient conditions, and
adaptive sleep modes are techniques used to extend the
lifetime of event-detection applications. The event-driven
approach to sensor networks can support a wide range of
applications from flood detection and human health status
monitoring to target tracking.

Although many protocols have been proposed in the
literature, few are actually widely used in real deployments,
and most do not meet the current needs. There is still a
need for dynamically adaptive protocols that adjust their
operation according to the constraints of the moment [1].
The majority of adaptive protocols are not applicable to
ultra-compact, low-complexity wireless sensor nodes for at
least one of two important reasons. Either they require tight
clock synchronization, which can be impractical, or they are
too complex with a large footprint.

Some WSN applications require the sensor nodes to be
very compact, such as monitoring of pre-term infants. Such
nodes are highly constrained in terms of the radio range,
processor speed, memory size, and power. In particular,

limited memory implies a light-weight MAC protocol as
well as a small data buffer [2]. Therefore, such applications
require a bounded delay in transmitting data, or else part of
the collected samples will be lost or overwritten.

This paper presents a hybrid MAC protocol for such
ultra-compact wireless nodes used in event-driven wireless
sensing applications. We concentrate on single-hop star-
topology networks, as they are the most practical for our
application and many of the real-world deployments [1].

II. RELATED WORK

A. MAC Protocols
Controlling access to a shared wireless medium may be

based on contention, reservation, or hybrid approaches.
Carrier Sense Multiple Access (CSMA) is the most widely

used contention-based protocol, in which nodes check for the
absence of other traffic before transmission. It is popular due
to its simplicity, flexibility, low overhead at low utilization,
and obliviousness to global topology and clock synchrony.
Nodes can dynamically join or leave without extra opera-
tions. However, the chief disadvantage of CSMA is collision,
which causes energy waste. CSMA is efficient when the
utilization is low, but the probability of collision increases
rapidly as utilization increases. In general, contention-based
MACs behave poorly under high contention and are not
suitable for real-time or time-sensitive applications with
stringent constraints.

Reservation-based schemes such as Time-Division Multi-
ple Access (TDMA) divide time into slots. Each sensor node
transmits only during its own time-slots. This approach is
collision-free but requires synchronization, which may im-
pose high overhead and complexity. Moreover, since sensor
nodes do not usually have very accurate clocks, precise time
synchronization is hard to achieve. Round Robin (RR) is the
low-footprint form of the reservation-based approach, which
does not require clock synchronization but it requires more
control message exchange.

Hybrid schemes attempt to combine the best features of
both approaches while offsetting their weaknesses. They try
to adapt to different bandwidth conditions depending on
demand. As an example, Z-MAC [3] is a hybrid method that
runs CSMA under low contention and switches to TDMA
under high contention. However, it does not guarantee



bounded latency and thus may not be applicable to event-
driven WSNs with stringent timing constraints.

Unfortunately, most of the existing protocols cannot be
easily ported to highly resource-constrained sensor nodes
such as Eco [4]. Reference [5] reports that a pure TDMA
protocol designed for a single-hop star topology network
requires 18-21 KB of code. This is five times the size of total
EEPROM capacity of the Eco wireless sensing platform.
According to the same reference, other approaches such as
B-MAC, X-MAC and SCP use at least a memory footprint
of 18 KB. Z-MAC is even more complex [6] and thus takes
more memory.

Except for CSMA and RR, all of the mentioned protocols
are impractical to implement on ultra-compact sensor nodes
due to the relatively large memory footprint. Moreover, tight
synchronization is difficult to achieve on low-complexity
wireless motes [7]. In the presence of clock drift, most of
the mentioned protocols will run into serious performance
issues.

Although there is a tendency to make chips more compact,
the size and cost will always be issues. Future trends
for Systems-on-Chip (SoC) and Systems-in-Package (SiP)
require packing the essential features while foregoing less
important ones. For example, the nRF24L01 radio includes
carrier sensing only on the stand-alone chip but not on the
chip with the integrated micro-controller unit (MCU). As
a result, low-complexity wireless sensor networks such as
Eco require simpler and more efficient solutions. Further-
more, the application-centric work has shown that simple
protocols, which obviate the unnecessary complexities, have
worked and sufficed in practice [8].

B. Receiver-side Collision Detection
Collisions occurring at the receiver’s end is one of the

challenges in MAC design. It is generally believed that
collisions prevent receivers from obtaining meaningful data
and the energy drained in the transmission and reception
of collided messages is just wasted [9]. Although most
MAC protocols make the assumption that collisions be-
tween transmitters are solely destructive, it has recently
been demonstrated that this is not always the case, and
designers can take intuitive advantage of collisions [10].
Since collision detection is an important component of
our work, we review different strategies for receiver-side
collision detection (RCD).

The preamble-based approach exploits the capture effect
to detect collisions [11]. This technique has been used for
CC1000 (Mica2) radios. The success rate of the preamble-
based collision detection drops quickly for more than two
simultaneous senders.

The CRC-based approach [12] depends on checking the
CRC bit of received messages and thus is applicable if the
preamble and packet frame are received. Therefore, it cannot
detect all types of collision.

The RSSI-based approach depends on frequently moni-
toring the RSSI information from the radio, but it entails
additional processing burden on the MCU.

The carrier sensing-based approach is simpler and more
reliable, and depends on sensing the medium for ongoing
transmissions. It can detect collisions even when the pream-
bles are not detected. On the CC2420 radio, this is done
using the Clear Channel Assessment (CCA) signal. It is
calculated by the radio chip and does not involve the MCU
in collision detection [13].

C. Contention Resolution
Contention resolution is integral to contention-based and

hybrid MAC protocols. The most common technique is
back-off based collision avoidance as assumed by the pop-
ular IEEE 802.15.4. The problem with this approach is that
it performs poorly under high contention. The RTS/CTS
scheme alleviates the problem to some extent but it entails
additional overhead. Variants of this scheme have been
proposed to improve its efficiency using non-overlapping
[14] and adaptive [15] contention windows.

Flip-MAC [10] employs a contention reduction technique
with logarithmic complexity based on a series of probe-
acknowledgment cycles. In each cycle, senders randomly set
their ID to one of two possible addresses, and those who
guessed correctly send simultaneous acknowledgment while
the rest are out of competition. This process stops when a
probe goes unacknowledged indicating that the contention
level has dropped to a manageable level.

StrawMAN [16] handles contention based on the analogy
of drawing straws. When a collision is detected, the simul-
taneous senders draw a random number for the length of
the request signal, and the channel access is granted to the
sender of the longest straw.

To the best of our knowledge, none of the existing
contention resolution techniques is deterministic in terms of
the waiting time prior to transmission. The reason is that they
incorporate a random component that makes it impossible to
guarantee a bounded delay. In the next section, we propose
a deterministic technique to contention resolution, which is
the key to Bin-MAC’s adaptivity and bounded delay data
transmissions.

III. DESIGN OF BIN-MAC

Bin-MAC works in pull mode (a.k.a. receiver initiated),
meaning that the base station (BS) broadcasts query mes-
sages and the nodes reply to them. Since sensor nodes are
assumed to be very resource constrained, we place most
of the burden on the BS (a.k.a. sink). In the absence of a
scheduling phase, Bin-MAC works in a round-robin style
and is analogous to the scheduled contention scheme [7]. A
distinguishing feature of this protocol is that the query mes-
sage contains a range of node IDs instead of a single node
ID. The proposed MAC is composed of four mechanisms,
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Figure 1: How Bin-MAC conserves bandwidth compared to Round Robin under low contention
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Figure 2: Example of Bin-MAC’s BTCR operation

namely contention resolution, binary tree collision resolution
(BTCR), slot consolidation, and duty cycle adjustment. We
explain these mechanisms in the following subsections.

A. Contention Resolution
Although Bin-MAC is a reservation-based protocol, it

provides a mechanism for handling contention, which ac-
counts for its hybrid behavior. This mechanism is performed
differently from contention-based MACs in which nodes
have carrier-sensing capability and can sense the channel
before transmission. We allow a node to transmit in certain
time slots and acquire its own time slot in a deterministic
manner as follows.

The BS, which has the knowledge of overall network
condition, is responsible for contention resolution. We assign
each time slot to a range of nodes e.g., [0:3]. A slot, most of
the time, has one active transmitter; however, all the nodes
whose ID is within the range (in this example between 0 and
3 inclusively) can transmit in the slot. The active transmitter
of a slot is the node that has already been sending data to
the sink in that slot. Other nodes in the range have recently
been inactive, but in case they detect an event they will have
the chance to use this slot to inform the BS that they have
detected an event and want to acquire their own slot.

Fig. 1 shows how Bin-MAC conserves the unused slots
compared to RR. If the active transmitter and some already
inactive nodes send in the same slot, a collision occurs,
and the BTCR mechanism described in the next subsection
(III-B) is used to resolve the collision and assign new slots
to the recently activated nodes.

B. Binary Tree Collision Resolution
In response to the BS’s pull message, three cases may

happen. (1) A data message is successfully received from
one of the nodes in the range. (2) There is no response, so
the slot is unused and will be treated as described in the
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Figure 3: Example of Bin-MAC’s slot consolidation

next subsection. (3) A collision is detected at the BS using
any of the RCD techniques discussed in Section II-B, which
will be resolved as follows.

To enable receiver-side collision detection, nodes broad-
cast the data message [13]. When the BS detects a collision,
it infers that two or more nodes in the range specified in the
pull message have transmitted simultaneously. Therefore, it
splits the range in half and issues a new pull command for
each half. This will continue until the collision is resolved.

This process conceptually creates a “binary tree” whose
leaves are the slots and apparently the slots having the
smallest possible range will contain a single node ID. We
take a branch and bound approach in the sense that we
stop branching once we find the corresponding slot of a
branch to be idle. Fig. 2 shows how Bin-MAC resolves a
collision between nodes 31, 40, and 48 that belong to the
range [26:49] and transmit in the same slot.

C. Slot Consolidation
If the BS neither receives a message nor detects a collision

in response to its query message, it infers that all the nodes
in the range are inactive, and that no node is using the
corresponding slot. Since idle slots waste the bandwidth,
the BS saves such slots by removing them and combining
their range with those of the adjacent non-idle slots. Note
that the BS may keep a counter for each slot to remove only
those slots that have been idle for a number of consecutive
rounds. This would be helpful in presence of a bad link to
handle temporary connection losses.

At the end of each round the BS merges the ranges of all
the adjacent idle slots into one, splits it into half and merge
each half with the adjacent non-idle slot’s range. If the idle
slot is the first or the last, it will not be split. Instead, its
whole range is combined with its only adjacent slot. Fig. 3
shows how the slot consolidation procedure helps Bin-MAC
save bandwidth.

D. Duty Cycle Adjustment
Bin-MAC works in the round-robin pull mode, so it is

essential to conserve energy by keeping the nodes in sleep



Table I: Possible cases for a time-slot
slot status BS reaction slot count

reception querying as before unchanged
idle removing the slot decremented
collision resolving the collision incremented

mode until they are really being pulled. For that purpose,
nodes need to know the number of slots in the round.
Since the number of slots can change dynamically, each pull
message contains the current number of slots as well.

At the beginning of each round, the BS knows the number
of slots. As the BS queries the nodes, it updates the number
of slots based on what happens in the current slot. If the slot
is idle, it will be removed in the next round and thus, the
BS decrements the number of slots. In case of a collision,
the number of slots is incremented because the slot will be
split into the two halves.

Upon receiving the pull message and based on the number
of slots, a node can determine if it can save energy by
going to sleep mode until it is being queried in the next
round. A node enters sleep mode only after a successful
transmission, which can be inferred from an ACK from the
BS, or examining the next pull message in case packets
are not acknowledged. If the next message’s range does not
contain the node’s ID, the transmission has been successful.
Otherwise, a collision has occurred. Note that a node might
have to wait for a while after waking up because of an
increase in the number of slots, but it will never miss its slot
due to a late wakeup. Table I summarizes the three possible
states for a time-slot and the decision made by the BS in
response to each one.

E. Protocol Operation
Bin-MAC needs to be provided with a range of the

operating node IDs in the network. The range is specified
using a pair of minimum and maximum IDs, i.e., [min : max],
but these IDs do not have to actually exist in the network.
The only constraint is that all the existing nodes must have
an ID within the specified range. Therefore, these IDs should
be selected loosely enough so that the range can address an
arbitrary number of nodes that might join the network at any
point during the network operation.

Assuming that the specified range is [0 : n], the BS
periodically broadcasts a query message containing this
range. As long as there is zero or one sender among nodes,
the BS keeps sending the query message containing this
same range. We keep sending the query even if there is
no active node in the network so that in case of detecting
an event, the corresponding node can transfer its data as
soon as possible, thereby minimizing transmission delays.
Since the BS is typically line powered, its energy usage is
less of a concern. If two or more nodes reply to the same
query, the BS performs the BTCR mechanism described in
Section III-B.

Any node that detects an event will wake up and listen to
the BS until it receives a query message containing a range
including its ID. In response to such a message, the node
transmits a data message. If the message arrives at the BS
successfully, the BS may reply with an ACK or moves on to
the next slot depending on protocol configuration. In case of
a successful transmission and based on the number of slots,
the node may go into sleep mode to save energy. In case of
a failed transmission, the node keeps listening to the BS to
participate in the BTCR procedure.

At the end of each round, the BS removes the idle slots
and merge their ranges with the active slots, as explained in
Section III-C.

IV. DISCUSSION

In this section we discuss and analyze the worst-case
performance of the proposed protocol because it is of
particular concern to real-time system designers. We also
compare and contrast the features of Bin-MAC with those
of some related work from various aspects.

A. Worst Case Analysis
The worst case of BTCR occurs when two nodes having

subsequent IDs both detect an event and thus have to acquire
their own time slot. Since these nodes are two sibling
leaves in the conceptual binary tree, collision will take
O(lgn) to be resolved. This situation could be avoided to
a great extent by having the nodes scattered randomly in
the intended area of operation. Since event-driven networks
usually have spatially-correlated contention, nodes that are
close to the event of interest will be active simultaneously.
If adjacent nodes do not have subsequent IDs, spatially-
correlated contention will not lead to the worst-case collision
resolution.

The worst case in the network operation happens when
all nodes switch to active state simultaneously. This is a
rare case, but we analyze it to show the competence of Bin-
MAC. In such a case, the BS would take 2n query messages
to resolve all the collisions and assign time slots to all nodes
because it would conceptually create a complete binary tree.
This case, which lasts only one round, would still be O(n),
which is the same as that of RR. If half of the nodes detect
an event at the same time, which is still a rare case, then the
BS broadcasts n queries, which is equivalent to the length
of a round in RR. The best case for Bin-MAC is O(1) while
it is still O(n) for RR.

The worst case of slot consolidation occurs when all nodes
stop sending simultaneously. The BS will query all the nodes
and find that all the slots are idle, in which case it takes O(n)
for the BS to combine all the slots into one.

Since the BTCR mechanism takes O(lgn) and a node has
to wait O(n) for its turn to use the channel, the node can
transmit its packet in O(n) at the latest. This is how Bin-
MAC provides a measurable, bounded transmission latency.



Table II: Comparison of CSMA, Bin-MAC, RR, and Z-MAC
CSMA Bin-MAC RR Z-MAC

Prior knowledge of node IDs No No Yes Yes
Bounded latency guaranteed No Yes Yes No
Carrier sensing on nodes Yes No No Yes
Cost of dynamic join/leave None None High Low
Channel Low contention High High Low High

Utilization High contention Low High High High
Fairness Poor Good Good Good
Memory footprint Low Low Low High
Multi-hop operation Yes No No Yes
Clock synchronization No No No Yes

The worst case for the node operation is to alternate
between sleep and active mode in each round. Although this
is unlikely to happen in an event-driven application, a similar
condition may take place with a noisy or bad connection.
To handle this case, the BS may simply keep a counter for
each slot to remove only those slots that have been idle for
a number of consecutive rounds.

B. Features

Bin-MAC is highly flexible. In the case that there is only
one active node in the network, the protocol can operate
using a single slot, thereby minimizing the latency. As the
number of active nodes increases, the number of time slots
is proportionally increased. In saturation conditions, every
node is given its own time slot and thus the protocol operates
like the RR protocol, making the full use of the bandwidth.

Bin-MAC is one of the simplest hybrid protocols ever
designed and has a very small memory footprint. It adds
no complexity to the sensor nodes compared to RR. On
the Eco platform, RR has a memory footprint of around
2KB. Therefore, Bin-MAC would take up around the same
space if implemented on an Eco sensor node. On the other
hand, the proposed MAC does add complexity to the BS
for managing the slots. However, the BS’s complexity is
usually not a concern as it is assumed to be a powerful
device. With Bin-MAC, nodes do not require carrier sensing
capability and it is only a requirement for the BS. This is
an advantage, because this feature is likely to be omitted in
integrated radio-MCU SoCs (Section II-A).

Unlike other hybrid protocols, Bin-MAC provides
bounded latency, which is an important requirement of wire-
less sensing applications with stringent real-time constraints.
This feature of Bin-MAC has to do with the fact that,
contrary to other hybrid MACs, it does not rely on any ran-
dom procedure to resolve the contention. With an ordinary
hybrid MAC, a packet transmission may theoretically fail
any number of times due to a collision, and there is no limit
on the occurrence of two or more nodes sensing the channel
at the same time, finding it silent and thus transmitting
simultaneously. Nonetheless, Bin-MAC is a greedy approach
that intuitively makes use of every collision to progressively
resolve the contention.

As a hybrid protocol, Bin-MAC adapts to the level of

Table III: TI/Chipcon CC2420 radio model parameters

Parameter Value

Bit rate 250 kbps
RX/TX switching delay 192 µs
CCA sampling time 128 µs
Radio on/off transition time 1.792 ms

contention. It combines the strength of contention-based and
reservation-based approaches while offsetting their weak-
nesses. Similar to CSMA/CA, it achieves high channel
utilization and low latency under low contention. It also
does not require prior knowledge of existing node IDs in
the network. The only requirement is a rough estimate of
minimum and maximum IDs of those nodes that either are
present in the network or might join the network in the
future. These limits are easy enough to determine loosely
such that the IDs of nodes that dynamically join the network
fall within the covered range. Obviously, nodes may leave
the network dynamically without any cost.

On the other hand, Bin-MAC achieves high bandwidth
utilization and fairness under high contention similar to RR.
As long as the link quality is good, it guarantees bounded
and measurable latency even under high contention. Table
II compares the mentioned light-weight protocols as well as
Z-MAC from various aspects.

V. PERFORMANCE EVALUATION

We have simulated the Telos [17] platform, which in-
corporates a TI/Chipcon CC2420 radio transceiver. Telos
supports carrier sensing and the timings of CC2420 is widely
studied and well understood. Table III shows the timer values
taken from the datasheet. We have also taken the processing
times into account using the measurements presented in
[18]. Most notably, the transfer time from MAC layer’s data
FIFO buffer into the buffer of the CC2420 transceiver is
determined by the following equation:

TX buffering time = 0.31ms+(x+11).46µs (1)

where x denotes the payload length in bytes. Analogously,
the transfer time from the CC2420 buffer to the MAC layer’s
data buffer is represented by:

RX buffering time = 1.28ms+(x+5).46µs (2)

We have also implemented the automatic acknowledgment
feature of the CC2420 radio transceiver.

To evaluate Bin-MAC’s performance, we compare it with
RR and CSMA/CA, which do not require clock synchro-
nization and are light-weight enough to be implemented on
ultra-compact sensor nodes such as Eco. We implemented
CSMA/CA according to the IEEE 802.15.4 standard.

Additionally, we used the ideas behind Z-MAC and
implemented a simplified version of it for a single-hop,
star topology network. We call this protocol Z-MAC* and
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assume there is no clock drift on sensors, which is the best
case for Z-MAC*.

The network is star topology composed of 20 sensor nodes
and a base station. Simulation time is 2x107 symbol periods.
We vary event period from 112 ms to 16 ms to evaluate the
performance under both low and high contention. Each event
is assumed to require 10 successful transmissions (1100
bytes) to be reported completely. We assumed data buffer on
sensor nodes to be unlimited to enforce successful delivery
of events. The algorithms are compared in terms of latency,
throughput, success rate, energy efficiency, and scalability.

A. Latency
Fig. 4 shows the average latency as a function of event

period. Under low contention, Bin-MAC performs very
closely to CSMA/CA. Z-MAC* shows a higher latency
because of the fact that in most cases nodes are not the owner
of the current slot and therefore need to wait before sensing
the channel. Obviously, RR has the highest average latency.
As the contention increases, all protocols except CSMA/CA
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show sudden growth in latency. The reason for CSMA/CA’s
lower latency under high contention is that it imposes a
limit on the number of times it tries sending a packet, while
other protocols keep sending until it is finally delivered. At
some point, Z-MAC* shows better performance than Bin-
MAC due to the fact that Bin-MAC’s contention resolution
introduces extra latency, but they converge in performance
as contention increases.

B. Throughput

Fig. 5 shows the average throughput. Under low loads,
Bin-MAC utilizes the bandwidth as much as possible. As
the system’s load increases, Bin-MAC performs closely
to RR. Z-MAC* demonstrates a higher throughput due to
lower control packet overhead. However, as we show later,
Bin-MAC outperforms Z-MAC* in terms of throughput as
network size grows.

C. Success Rate

Success rate is defined as the ratio of successfully trans-
mitted data messages to the total number of data transmis-
sions. It can be indicative of the impact of collisions on
protocol performance. Fig. 6 depicts the observed success
rate as a function of event period. As the contention goes
up, the performance of Z-MAC* and CSMA/CA drops while
Bin-MAC performs closely to RR whose success rate is
1. This means collisions have a negligible impact on Bin-
MAC’s performance.

D. Energy Efficiency

In the context of WSNs, communication-related energy
consumption has a direct relation to duty cycle. Duty cycle
is defined as ∆on/(∆on + ∆off) where ∆on is the radio on
time and ∆off the radio off time. ∆on includes the time the
radio is sending, receiving, or listening. These three modes
of operation require roughly the same energy [18].
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Fig. 7 shows the average duty cycle. Under low con-
tention, Bin-MAC shows very close performance to CSMA,
and under high contention, it performs closely to RR. Bin-
MAC also shows better performance than Z-MAC* in most
cases.

We define energy efficiency in terms of throughput over
average duty cycle and depict it in Fig. 8. Under low
contention, Bin-MAC is very energy-efficient, and in most
cases it is more energy efficient than Z-MAC*.

E. Scalability

Scalability has been a challenge in MAC design [1].
Reference [9] reports that no MAC as of today is proven
to be highly scalable, and that current MACs have trouble
handling a large number of nodes.

To evaluate the protocols from the scalability aspect, we
vary the number of nodes from 10 to 150 under the same
overall load. The event period is fixed at 48 ms, or medium
contention level.

 0

 20

 40

 60

 80

 100

 120

 140

10 20 30 40 50 60 70 80 90 100 110 120 130 140 150

Th
ro

ug
hp

ut
 (K

Bp
s)

Number of nodes

RR
Z-MAC*

Bin-MAC
CSMA-CA

Figure 9: Throughput versus network size

 40

 45

 50

 55

 60

 65

 70

 75

 80

 85

 90

10 20 30 40 50 60 70 80 90 100 110 120 130 140 150

Av
er

ag
e 

La
te

nc
y 

(s
)

Number of nodes

RR
Z-MAC*

Bin-MAC

Figure 10: Latency versus network size

Fig. 9 shows the achieved throughput as a function of
network size. Bin-MAC and RR show good scalability,
while CSMA and Z-MAC* show performance degradation
as the number of nodes increases. This result confirms the
fact that contention-based collision-avoidance protocols have
scalability problem [19].

Fig. 10 depicts the latency as a function of the number
of nodes. Obviously, CSMA has the lowest latency, but we
omitted its curve to better show the performance of the
other protocols. Bin-MAC and RR show some increase in
latency but they are still scalable, while Z-MAC* shows
considerable growth in latency as the network size grows.
Our results suggest that the proposed binary algorithm is
well-suited for handling larger scales.

VI. CONCLUSIONS

We propose a very light-weight hybrid MAC protocol
called Bin-MAC for ultra-compact wireless sensor nodes in
a star topology network. We take a deterministic, binary
tree-like approach to contention resolution, which makes



Bin-MAC suited for applications with stringent real-time
constraints. Our protocol does not require clock synchroniza-
tion, nor does it require carrier sensing hardware on sensor
nodes. We show that Bin-MAC can adapt to the contention
level very well, and that it can handle larger scales very
well. We plan to apply Bin-MAC to wireless monitoring of
infants in incubators. For this purpose, we will implement
it on a real-world platform such as Eco, and conduct more
comprehensive performance evaluation.
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