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#### Abstract

Non-Linear Feedback Shift Registers (NLFSRs) have been proposed as an alternative to Linear Feedback Shift Registers (LFSRs) for generating pseudo-random sequences for stream ciphers. In this paper, we introduce $(n, k)$-NLFSRs which can be considered a generalization of the Galois type of LFSR. In an $(n, k)$-NLFSR, the feedback can be taken from any of the $n$ bits, and the next state functions can be any Boolean function of up to $k$ variables. Our motivation for considering this type NLFSRs is that their Galois configuration makes it possible to compute each next state function in parallel, thus increasing the speed of output sequence generation. Thus, for stream cipher application where the encryption speed is important, $(n, k)$-NLFSRs may be a better alternative than the traditional Fibonacci ones. We derive a number of properties of $(n, k)$ NLFSRs. First, we demonstrate that they are capable of generating output sequences with good statistical properties which cannot be generated by the Fibonacci type of NLFSRs. Second, we show that the period of the output sequence of an $(n, k)$-NLFSR is not necessarily equal to the length of the largest cycle of its states. Third, we compute the period of an ( $n, k$ )-NLFSR constructed from several parallel NLFSRs whose outputs are XOR-ed and show how to maximize this period. We also present an algorithm for estimating the length of cycles of states of $(n, k)$-NLFSRs which uses Binary Decision Diagrams for representing the set of states and the transition relation on this set.


## I. Introduction

Information security is of paramount importance to many institutions of our society: governments, military, financial, businesses, etc. Many confidential information about research, products, financial status, customers, or employees, is nowadays processed and stored on computers, or transmitted to other computers.

In order to protect the confidential information from unauthorized or accidental discloser, cryptographic methods are applied. A common approach is to use a symmetric stream cipher which combines plain text bits with a pseudo-random bit key-stream, typically by an XOR operation. Encrypted information can be transformed back into its original form only by an authorized user possessing the cryptographic key.

The pseudo-random bit sequences are often generated using Linear Feedback Shift Registers (LFSRs). Advantages of LFSRs include the ease of implementation, simplicity, speed, and the ability to generate a maximal cycle sequence with the same uniform statistical distribution of 0's and 1's as in a truly random sequence [1]. The main disadvantage of LFSRs is their linearity, leading to a relatively easy cryptanalysis [2].

A common solution to this problem in LFSR-based stream ciphers is to feed the outputs of several parallel LFSRs into a nonlinear Boolean function to form a combination generator [3], [5]. The combining function has to be carefully selected to ensure the security of the resulting scheme, for example, in order to prevent correlation attacks [4]. Other approaches are to combine several bits from the LFSR state using a non-linear function, or to use the irregular clocking of the LFSR [6], [7]. Important LFSR-based stream ciphers include A5/1 stream cipher which used to provide over-the-air communication privacy in the GSM cellular telephone standard [8],

E0 stream cipher which is used in the Bluetooth protocol [9], [10], and the shrinking generator [11].
As another alternative, Non-Linear Feedback Shift Register (NLFSR) whose current state is a non-linear function of its previous state can be used. A number of different implementations of NLFSRbased stream ciphers for RFID and smartcards applications have been proposed, including Achterbahn [12], Grain [13], [14], KeeLoq [15], Trivium [16], VEST [17], and [18]. NLFSRs have been shown to be more resistant to cryptanalytic attacks than LFSRs [19], [20]. However, construction of large NLFSRs with guaranteed long periods remains an open problem. A systematic algorithm for NLFSR synthesis has not been discovered so far. Only solutions to some special cases have been presented [1], [21], [22], [23], [24], [25], [26], [27].
Most commonly, the Fibonacci implementation of NLFSR, shown in Figure 1, is used. The Fibonacci type of NLFSR consists of a number of bits numbered from right to left as $0, \ldots, n-1$ with feedback from each bit to the $n-1$ th bit. At each clocking instance, the value of the bit $i$ is moved to the bit $i-1$. The value of the bit 0 becomes the output of the register. The new value of the bit $n-1$ is computed as some non-linear function of the previous values of bits $0, \ldots, n-1$, depending on the feedback function used.
In this paper, we introduce an alternative type of NLFSRs, which we call $(n, k)$-NLFSRs. An $(n, k)$-NLFSR can be considered as a generalization of the Galois type of LFSR to the non-linear case. Each bit $i$ in an $(n, k)$-NLFSR is updated according to its next-state function, which is a non-linear function of the bit $i+1$ and up to $k$ other bits. Thus, in contrast to the Fibonacci NLFSR in which feedback is applied to the $n-1$ th bit only, in $(n, k)$-NLFSRs feedback is potentially applied to every bit. For the case of $k=n$, an $(n, n)$ NLFSR can be considered as a special case of a general autonomous $n$-state machine [1]. We are not aware of any work on $(n, k)$-NLFSRs for the case of $k<n$.

Our motivation for considering $(n, k)$-NLFSRs is that the Galois type of their configuration gives us a potential opportunity to increase the speed of output sequence generation. In $(n, k)$-NLFSRs, next state functions of individual bits are placed within the register, making possible to compute each next state function in parallel. Therefore, the propagation time is reduced to that of smaller functions of individual bits rather than the time of a large feedback function of the Fibonacci type of NLFSRs. We target stream ciphers application in which high encryption speed is very important.
We derive a number of properties of $(n, k)$-NLFSRs. First, we show that $(n, k)$-NLFSRs are capable of generating output sequences with good statistical properties which cannot be generated by the Fibonacci type of NLFSRs. While every Fibonacci NLFSR has a matching $(n, k)$-NLFSRs, the opposite is not true.
Second, we show that the period of the output sequence of an $(n, k)$ NLFSR is not necessarily equal to the length of the longest cyclic


Fig. 1. An $n$-bit Fibonacci NLFSR.
sequence of its consecutive states. These two notions are always the same for the Fibonacci type of NLFSRs.

Similarly to LFSRs and the Fibonacci type of NLFSRs, one can construct a larger $(n, k)$-NLFSR from several smaller ones working in parallel by XOR-ing their outputs. We show how to select these NLFSRs in order to maximize the period.

Another contribution of this paper is an algorithm for estimating the length of the cycles of states of $(n, k)$-NLFSRs. This algorithm uses reduced ordered Binary Decision Diagrams [28] for representing the set of states of an $(n, k)$-NLFSR and the transition relation on this set. Unlike other compressed representations of relations or sets, Binary Decision Diagrams perform the actual operations directly on the compressed representation, without decompressing its first. The efficiency of the presented algorithm makes it useful, for example, for analyzing a large number of randomly generated $(n, k)$-NLFSRs.

The paper is organized as follows. Section II describes main notions and definitions used in the sequel. Section III introduces $(n, k)$ NLFSRs. Section IV analyzes a relation between $(n, k)$-NLFSRs and the Fibonacci type of NLFSRs. In Section V, we investigate how the length of the longest cycle of states of an $(n, k)$-NLFSR is related to its period. In Section VI, we estimate the period of an $(n, k)$-NLFSR constructed from several NLFSRs working in parallel. Section VII presents an algorithm for computing the length of the cycles of states of $(n, k)$-NLFSRs and Section VIII evaluates it. Section IX concludes the paper and discusses open problems.

## II. Background

## A. Properties of a good pseudo-random sequence

In order to look like a random sequence, a pseudo-random sequence should satisfy the following properties, called Golomb's postulates [1]:
G1. The number of zeros and ones should be as equal as possible per period.
G2. Half of the runs in a period have length 1, one-quarter have length $2, \ldots, 1 / 2^{i}$ have length $i$. Furthermore, for any length, half of the runs are blocks and the other half are gaps. A block is a subsequence of 1 's and a gap is a subsequence of 0 '; either type of subsequences is a run.
G3. The out-of-phase autocorrelation $A C(k)$ has the same value for all $k$. The autocorrelation is defined as

$$
A C(k)=\frac{\text { (Agreements }- \text { Disagreements) }}{p}
$$

where a sequence of period $p$ is compared to its shift by $k$ bits. The autocorrelation is out-of-phase if $p$ does not divide $k$ evenly.
To be of practical use for cryptography, a good pseudo-random sequence is also required to satisfy the following properties [29]:

1) The period should be very long, $\approx 10^{50}$ as minimum.
2) The sequence should be easy to generate, for fast encryption.
3) The cryptosystem based on the sequence should be cryptographically secure against chosen plain text attack.


Fig. 2. An $(n, k)$-NLFSR. Each function $f_{i}, i \in\{0,1, \ldots, n-1\}$ has up to $k$ inputs.

## B. Transition relation

A transition relation defines the next state values of a transition system in terms of the current state values. We derive the transition relation in the standard way, by making two copies of the set of state variables: $s=\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$, denoting the variables of the current state, and $s^{+}=\left(x_{0}^{+}, x_{1}^{+}, \ldots, x_{n-1}^{+}\right)$, denoting the variables of the next state [30]. For example, the transition relation of the Fibonacci NLFSR in Figure 1 is given by the following characteristic formula:

$$
T\left(s, s^{+}\right)=\left(x_{n-1}^{+} \leftrightarrow f\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)\right) \wedge\left(\bigwedge_{i=0}^{n-2}\left(x_{i}^{+} \leftrightarrow x_{i+1}^{+}\right)\right)
$$

## C. Reachability analysis

In forward reachability analysis [30], a sequence of formulas $F_{i}(s)$ representing the set of states that can be reached from a given set of initial states Init in $i$ steps is computed as:

$$
\begin{aligned}
& F_{0}=\text { Init } \\
& F_{i+1}\left(s^{+}\right)=\exists s .\left(T\left(s, s^{+}\right) \wedge F_{i}(s)\right)
\end{aligned}
$$

The sequence generation is terminated when the fixed point is reached for some $p$ :

$$
\bigvee_{i=1}^{p} F_{i}(s) \rightarrow \bigvee_{i=1}^{p-1} F_{i}(s)
$$

In backward reachability analysis [30], a sequence of formulas $B_{i}(s)$ representing the set of states from which a given set of final states Final can be reached in $i$ steps is computed as:

$$
\begin{aligned}
& B_{0}=\text { Final } \\
& B_{i+1}(s)=\exists s^{+} .\left(T\left(s, s^{+}\right) \wedge B_{i}\left(s^{+}\right)\right)
\end{aligned}
$$

The sequence generation is terminated when the fixed point is reached for some $p$ :

$$
\bigvee_{i=1}^{p} B_{i}(s) \rightarrow \bigvee_{i=1}^{p-1} B_{i}(s)
$$

## D. Binary Decision Diagrams

A Binary Decision Diagram $(B D D)$ is a rooted directed acyclic graph which consists of decision nodes and two terminal nodes called 0 - and 1-terminal [28]. Each decision node is labeled by a Boolean variable and has two children called low and high child. The edge from a node to a low (high) child represents an assignment of the variable to 0 (1). A path from the root node to the 1 (0)-terminal node represents an assignment of variables for which the represented Boolean function evaluates to 1 (0).

A BDD is ordered if different variables appear in the same order on all paths from the root to the terminal nodes. A BDD is reduced if all isomorphic subgraphs are merged, and any node whose two children are isomorphic is eliminated. The advantage of a reduced ordered BDD is that, for a chosen order of variables, it is unique for the represented function. This property makes reduced ordered BDDs

TABLE I
$(4, k)$-NLFSRS WITH THE PERIOD 15.

| N | Next state functions |  |  |  | Output sequence |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $f_{3}$ | $f_{2}$ | $f_{1}$ | $f_{0}$ |  |
| 1 | $x_{0}$ | $x_{3} \oplus 1 \oplus x_{0} \oplus x_{1} \oplus x_{0} x_{1}$ | $x_{2} \oplus 1 \oplus x_{3} \oplus x_{1}$ | $x_{1} \oplus 1 \oplus x_{2} \oplus x_{0} \oplus x_{2} x_{0}$ | 001100011110101 |
| 2 | $x_{0}$ | $x_{3} \oplus x_{0} x_{2}$ | $x_{2} \oplus x_{3} \oplus x_{1}$ | $x_{1} \oplus x_{0} \oplus x_{0} x_{2}$ | 110011110001010 |
| 3 | $x_{0}$ | $x_{3} \oplus x_{0} x_{2}$ | $x_{2} \oplus 1 \oplus x_{3} \oplus x_{0} x_{3}$ | $x_{1} \oplus 1 \oplus x_{2} \oplus x_{0} \oplus x_{2} x_{0}$ | 110100100011110 |
| 4 | $x_{0}$ | $x_{3} \oplus x_{0} x_{2}$ | $x_{2} \oplus 1 \oplus x_{0} \oplus x_{1} x_{0}$ | $x_{1} \oplus 1 \oplus x_{2} \oplus x_{0} x_{2}$ | 110100010011110 |
| 5 | $x_{0}$ | $x_{3} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2} \oplus x_{1} \oplus x_{0} x_{1}$ | $x_{1} \oplus 1 \oplus x_{0} \oplus x_{0} x_{2}$ | 010001111001101 |
| 6 | $x_{0}$ | $x_{3} \oplus x_{1} x_{2}$ | $x_{2} \oplus x_{1} \oplus x_{1} x_{0}$ | $x_{1} \oplus x_{2} x_{0}$ | 100011001111010 |
| 7 | $x_{0}$ | $x_{3} \oplus x_{1} x_{2}$ | $x_{2} \oplus 1 \oplus x_{0}$ | $x_{1} \oplus 1 \oplus x_{2} \oplus x_{3} \oplus x_{2} x_{3}$ | 110001001011110 |
| 8 | $x_{0}$ | $x_{3} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2}$ | $x_{1} \oplus 1 \oplus x_{2} \oplus x_{0} \oplus x_{2} x_{0}$ | 010111100011001 |
| 9 | $x_{0}$ | $x_{3} \oplus x_{1} \oplus x_{0} x_{1}$ | $x_{2} \oplus 1 \oplus x_{3} \oplus x_{1}$ | $x_{1} \oplus x_{2} \oplus x_{0} x_{2}$ | 011011110001001 |
| 10 | $x_{0}$ | $x_{3} \oplus x_{2} \oplus x_{0} x_{2}$ | $x_{2} \oplus 1 \oplus x_{0} \oplus x_{1} \oplus x_{0} x_{1}$ | $x_{1} \oplus 1 \oplus x_{0} \oplus x_{0} x_{2}$ | 010011110001101 |
| 11 | $x_{0}$ | $x_{3} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2} \oplus x_{3} x_{1}$ | $x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{2} x_{3}$ | 011011110010001 |
| 12 | $x_{0}$ | $x_{3} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2} \oplus x_{0} x_{1}$ | $x_{1} \oplus x_{2} \oplus x_{0} x_{2}$ | 001101111010001 |
| 13 | $x_{0}$ | $x_{3} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2} \oplus x_{0}$ | $x_{1} \oplus x_{2} \oplus x_{0} x_{2}$ | 010111100110001 |
| 14 | $x_{0}$ | $x_{3} \oplus x_{2} \oplus x_{2} x_{0}$ | $x_{2}$ | $x_{1} \oplus x_{2} x_{0}$ | 110010001011110 |
| 15 | $x_{0}$ | $x_{3} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2} \oplus 1 \oplus x_{0} \oplus x_{1} x_{0}$ | $x_{1} \oplus 1 \oplus x_{0} \oplus x_{2} \oplus x_{2} x_{0}$ | 100100011011110 |
| 16 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{3}$ | $x_{2}$ | $x_{1} \oplus x_{2} \oplus x_{3}$ | 001010011110001 |
| 17 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{3}$ | $x_{2} \oplus x_{3} \oplus x_{1} x_{3}$ | $x_{1} \oplus x_{3}$ | 001001111010001 |
| 18 | $x_{0} \oplus x_{1} x_{2}$ | $x_{3} \oplus x_{0} x_{2}$ | $x_{2}$ | $x_{1} \oplus 1 \oplus x_{3} \oplus x_{0}$ | 100100111100010 |
| 19 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{3} \oplus 1 \oplus x_{0} \oplus x_{2} \oplus x_{0} x_{2}$ | $x_{2} \oplus x_{0} x_{1}$ | $x_{1} \oplus x_{3} \oplus x_{0}$ | 010100111100100 |
| 20 | $x_{0} \oplus x_{1} x_{2}$ | $x_{3} \oplus x_{0} x_{2}$ | $x_{2}$ | $x_{1} \oplus 1 \oplus x_{0} \oplus x_{2} \oplus x_{2} x_{0}$ | 101100011110010 |
| 21 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{3} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2}$ | $x_{1} \oplus x_{2}$ | 011001011110001 |
| 22 | $x_{0} \oplus x_{1} x_{2}$ | $x_{3} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2} \oplus 1 \oplus x_{1}$ | $x_{1} \oplus 1 \oplus x_{3} \oplus x_{0}$ | 100100011110010 |
| 23 | $x_{0} \oplus x_{1} x_{2}$ | $x_{3} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2}$ | $x_{1} \oplus 1 \oplus x_{2}$ | 100011110100110 |
| 24 | $x_{0} \oplus x_{1} x_{2}$ | $x_{3} \oplus 1 \oplus x_{0}$ | $x_{2} \oplus x_{3} \oplus x_{3} x_{1}$ | $x_{1} \oplus 1 \oplus x_{3} \oplus x_{0}$ | 100101000111100 |
| 25 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{3} \oplus x_{2}$ | $x_{2} \oplus x_{0} x_{1}$ | $x_{1} \oplus 1 \oplus x_{2} \oplus x_{3}$ | 100111100101000 |
| 26 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{3} \oplus x_{1} x_{3}$ | $x_{3}$ | $x_{2}$ | $x_{1} \oplus x_{2} \oplus x_{3}$ | 001111010010001 |
| 27 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{3} \oplus x_{1} x_{3}$ | $x_{3}$ | $x_{2}$ | $x_{1} \oplus 1 \oplus x_{2} \oplus x_{3}$ | 101111001000100 |
| 28 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{3} \oplus x_{1} x_{3}$ | $x_{3}$ | $x_{2} \oplus x_{3} \oplus x_{1} x_{3}$ | $x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{2} x_{3}$ | 001001011110001 |
| 29 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{3} \oplus x_{1} x_{3}$ | $x_{3}$ | $x_{2} \oplus x_{3} x_{1}$ | $x_{1} \oplus 1 \oplus x_{2} \oplus x_{3} \oplus x_{2} x_{3}$ | 100100011110100 |
| 30 | $x_{0} \oplus 1 \oplus x_{1} \oplus x_{3} \oplus x_{1} x_{3}$ | $x_{3} \oplus x_{0} x_{1}$ | $x_{2} \oplus 1 \oplus x_{0}$ | $x_{1} \oplus 1 \oplus x_{2} \oplus x_{0}$ | 011000101111001 |
| 31 | $x_{0} \oplus 1 \oplus x_{2} \oplus x_{3} \oplus x_{2} x_{3}$ | $x_{3}$ | $x_{2} \oplus x_{1} \oplus x_{3} x_{1}$ | $x_{1} \oplus x_{3}$ | 001000101111001 |
| 32 | $x_{0} \oplus x_{2} x_{3}$ | $x_{3} \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | $x_{2} \oplus x_{1} \oplus x_{1} x_{3}$ | $x_{1} \oplus x_{0}$ | 100011010011110 |

particularly useful in formal verification, since the equivalence of two BDDs can be checked in constant time. Other logical operations, such as conjunction, disjunction, negation, existential quantification, universal quantification, can be performed on BDDs in linear or quadratic time in the size of the graphs [31].

## III. $(n, k)$-NLFSR DEFINITION

An $(n, k)$-NLFSR can be considered a generalization of the Galois type of LFSRs to the non-linear case. The general structure is shown in Figure 2. In the Galois type of LFSRs, the feedback is taken from the 0 th bit only and the next state functions $f_{i}$ are restricted to the 2 -input XORs. In an $(n, k)$-NLFSR, the feedback can be taken from any bit. The next state function can be any Boolean function of up to $k$ variables.

More formally, an $(n, k)$-NLFSR can be defined as follows. Let $x_{i}$ and $x_{i}^{+}$be state variables representing the current and the next states of the bit $i$, respectively, and let $f_{i}:\{0,1\}^{k} \rightarrow\{0,1\}, 1 \leq k \leq n$, be

TABLE II
4-bit Fibonacci NLFSRs with the period 15.

| N | Feedback function | Output sequence |
| :---: | :--- | :---: |
| 1 | $x_{0} \oplus x_{1}$ (LFSR $\left.x^{4}+x+1\right)$ | 111000100110101 |
| 2 | $x_{0} \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2}$ | 111000101101001 |
| 3 | $x_{0} \oplus x_{2} \oplus x_{3} \oplus x_{1} x_{2}$ | 111010001100101 |
| 4 | $x_{0} \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{3}$ | 111011000101001 |
| 5 | $x_{0} \oplus x_{2} \oplus x_{1} x_{2} \oplus x_{1} x_{3}$ | 111010001011001 |
| 6 | $x_{0} \oplus x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{1} x_{2} \oplus x_{1} x_{3}$ | 111000110100101 |
| 7 | $x_{0} \oplus x_{1} \oplus x_{1} x_{2} \oplus x_{2} x_{3}$ | 111010110001001 |
| 8 | $x_{0} \oplus x_{1} \oplus x_{2} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | 111000101001101 |

the next state function of the bit $i$. The function $f_{i}$ always depends on the bit $(i+1) \bmod n$. It also depends on up to $k-1$ other bits. If the indexes of these bits are $i_{1}, \ldots, i_{k-1}, i_{j} \in\{0,1, \ldots, n-1\}, j \in$ $\{1,2, \ldots, k-1\}$, then the next state value of the $i$ th bit is given by:

$$
x_{i}^{+}=f_{i}\left(x_{(i+1) \bmod n}, x_{i_{1}}, \ldots, x_{i_{k-1}}\right) .
$$

The output of the $(n, k)$-NLFSR is the output of its 0th bit.
The state of an $(n, k)$-NLFSR is defined by the ordered set of values of its state variables $\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$. Since an $(n, k)$-NLFSR is deterministic and finite, any sequence of consecutive states eventually converges to either a single state, or a cycle of states.

The period of an $(n, k)$-NLFSR is the length of the longest cyclic output sequence it produces. The period of an $(n, k)$-NLFSR can be less of equal to $2^{n}$ [32].
Throughout the paper, we use the algebraic normal form to represent Boolean functions. The algebraic normal form (ANF) of a Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is a polynomial in $G F(2)$ of type

$$
f\left(x_{0}, \ldots, x_{n-1}\right)=\sum_{\left(i_{0}, . . i_{n-1}\right) \in\{0,1\}^{n}} c\left(i_{0}, \ldots, i_{n-1}\right) \cdot x_{0}^{i_{0}} \ldots x_{n-1}^{i_{n-1}}
$$

where $c\left(i_{0}, \ldots, i_{n-1}\right) \in\{0,1\}$.

## IV. Relation between $(n, k)$-NLFSRs and the Fibonacci TYPE OF NLFSRS

If the next state functions $f_{i}$ of all bits from 0 to $n-2$ are of type $f_{i}=x_{i+1}$ and $k=n$, then an $(n, k)$-NLFSR reduces to the Fibonacci type of NLFSRs shown in Figure 1.

Being a generalization of the Fibonacci type of NLFSRs, $(n, k)$ NLFSRs are capable of generating all output sequences which can be generated by the Fibonacci ones. However, $(n, k)$-NLFSRs can also produce many output sequences with good statistical properties which cannot be generated by the Fibonacci NLFSRs. To demonstrate this, in Table I we show 32 (4,3)-NLFSRs generating output sequences with the period 15 which cannot be produced by any of 4-bit Fibonacci NLFSRs. All output sequences in Table II satisfy the 1st and 2 nd postulates of Golomb. For a reference, Table II lists all possible output sequences with the period 15 which can be generated by the Fibonacci NLFSRs, excluding reverse (i.e. mirror image) and complemented cases.
In the Fibonacci NLFSRs, any output sequence with the period $2^{n}-1$ always satisfies the 1 st and 2 nd postulates of Golomb. This is not the case for $(n, k)$-NLFSRs. Some of the output sequences with the period $2^{n}-1$ generated by $(n, k)$-NLFSRs do not satisfy the 1 st or 2 nd postulates. The 3 rd postulate of Golomb is never satisfied by either type of NLFSRs because the sum of two shifted NLFSR sequences is not always another output sequence.

## V. Relation between the length of the longest cycle of STATES OF AN $(n, k)$-NLFSR AND ITS PERIOD

Another specific property of $(n, k)$-NLFSRs is that the period of their output sequence of is not necessarily equal to the length of the longest cycle of their states. For example, a $(4, k)$-NLFSR going through the following 16 states:

$$
1,3,0,2,8,5,7,6,9,11,4,10,14,13,15,12
$$

generates the output sequence 1100011011000110 which has the period 8. For the Fibonacci type of NLFSRs, the period is always equal to the length of the longest cycle of states.

It is easy to prove that this problem never occurs if the number of 0 's and 1's in the output sequence of an $(n, k)$-NLFSRs differs by 1 .

## VI. Synthesis of ( $n, k$ )-NLFSRS by composition

Similarly to LFSRs and the Fibonacci type of NLFSRs, we can construct an $(n, k)$-NLFSR with a guaranteed long period by composing several smaller NLFSRs working in parallel and combining their outputs using an XOR. The length of the period of such an NLFSR can be easily derived from the result for general finite deterministic transition systems, e.g. [33], as follows.

Let $R_{1}, R_{2}, \ldots, R_{m}$ be $\left(n_{1}, k_{1}\right),\left(n_{2}, k_{2}\right), \ldots,\left(n_{m}, k_{m}\right)$-NLFSRs, respectively, and $R$ be an ( $n, k$ )-NLFSR which they compose, where $n=n_{1}+n_{2}+\ldots+n_{m}$ and $k=\max \left(k_{1}, k_{2}, \ldots, k_{m}\right)$. Let $N_{i}$ denote the number of different cycles of states produced by $R_{i}$, and let $L_{i j}$ denote the length of the $j$ th cycle of states of $R_{i}, i=\{1,2, \ldots, m\}$, $j=\left\{1,2, \ldots, N_{i}\right\}$. The state of $R$ is defined as a concatenation of states of $R_{1}, R_{2}, \ldots, R_{m}$.

Theorem 1: The length of the longest cycle of states of an $(n, k)$ NLFSR $R$ which is composed of $m$ parallel $\left(n_{i}, k_{i}\right)$-NLFSRs $R_{i}, i \in$ $\{1,2, \ldots, m\}$, is given by

$$
L_{\max }=\max _{\forall\left(i_{1}, \ldots, i_{m}\right) \in I}\left(\left(L_{1 i_{1}} \star L_{2 i_{2}}\right) \star L_{3 i_{3}}\right) \ldots \star L_{m i_{m}}
$$

and the total number of cycles of states produced by $R$ is given by

$$
N=\sum_{\forall\left(i_{1}, \ldots, i_{m}\right) \in I} \prod_{j=2}^{m}\left(\left(\left(L_{1 i_{1}} \star L_{2 i_{2}}\right) \star L_{3 i_{3}}\right) \ldots \star L_{j-1 i_{j-1}}\right) \diamond L_{j i_{j}}
$$

where " $\star$ " is the least common multiple, " $>$ " is the greatest common divisor, and $I=I_{1} \times I_{2} \times \ldots \times I_{m}$ is the Cartesian product of sets $I_{i}=\left\{i_{1}, i_{2}, \ldots, i_{N_{i}}\right\}$, where the set $I_{i}$ represents indexes of cycles of states of the NLFSR $R_{i}$.

We can see from the Theorem 1 that in order to maximize the length of the cycles of states produced by $R$ we should choose the NLFSRs $R_{1}, R_{2}, \ldots, R_{m}$ so that their longest cycles of states $L_{1 \text { max }}, L_{2 \max }, \ldots, L_{\text {max }}$ satisfy the condition:

$$
\begin{equation*}
\operatorname{gcd}\left(L_{i \max }, L_{j \max }\right)=1, \tag{1}
\end{equation*}
$$

for each pair $i, j \in\{1,2, \ldots, m\}$. In this case, the least common multiple of $L_{1 \text { max }}, L_{2 \max }, \ldots, L_{\text {max }}$ equals to their product, since

$$
\operatorname{lcm}(a, b)=\frac{a * b}{\operatorname{gcd}(a, b)}
$$

for any non-zero integers $a$ and $b$. The condition 1 is satisfied if, for each pair $i, j \in\{1,2, \ldots, m\}, L_{i \max }$ and $L_{j \max }$ are relatively prime. Then, the longest cycle of states produced by $R$ is given by

$$
L_{\max }=L_{1 \max } \cdot L_{2 \max } \cdot \ldots \cdot L_{\max } .
$$

It can be shown that, if the outputs of NLFSRs $R_{1}, R_{2}, \ldots, R_{m}$ are combined using an XOR, and the period of each $R_{i}$ is equal to $L_{\text {imax }}$ for all $i \in\{1,2, \ldots, m\}$, then the period of $R$ is equal to $L_{\text {max }}$.

## VII. Description of the Algorithm

In order to be able to compute the length of cycles of states of $(n, k)$-NLFSRs without simulating them, we developed a simple algorithm presented in this section. First we describe its general structure, and then discuss each of its steps in details.
The presented algorithm iterates through the following steps. Let $S$ be initially the set of all states of an $(n, k)$-NLFSR.

1) Compute the set $C_{\text {all }} \subseteq S$ consisting of all states of all cycles of states of the $(n, k)$-NLFSR.
2) Choose at random a state $s_{\text {init }} \in S$. Compute the state $s_{\text {cycle }} \in S$ reachable from $s_{\text {init }}$ in $2^{n}$ steps.
3) Compute the set $A \subseteq S$ of all states from which $s_{c y c l e}$ can be reached in up to $2^{n}$ steps.
4) Compute the intersection $C=A \cap C_{\text {all }}$. The resulting set consists of all states of the cycle containing $s_{\text {cycle }}$. Its size is equal to the length of the cycle.
5) Update $S$ as $S:=S-A$. If $S$ is empty, the algorithm terminates. Otherwise, the steps 2,3 and 4 are repeated starting from a randomly chosen state in $S$ to find the remaining cycles.

## A. Step 1

The intuitive idea behind the approach for computing the set $C_{\text {all }}$ is the following. Suppose that we choose some state $s_{\text {init }}$ of $S$ at random and move from this state $2^{n}$ steps forward. The state which we reach, $s_{\text {cycle }}$, always belongs to one of the cycles of states of the $(n, k)$-NLFSR. This is because an $(n, k)$-NLFSR is deterministic and finite, and therefore it cannot take more than $2^{n}$ steps to reach a cycle. Furthermore, a cycle cannot be missed by making more steps because, once entered, it is never escaped.

Next, suppose that instead of making a $2^{n}$ step transition starting from one state only, we start from all states of $S$ simultaneously. It is easy to see that the resulting set of states $C_{\text {all }}$ contains all states of all cycles of the $(n, k)$-NLFSR. To measure their length, it remains to distinguish between the different cycles.

The key to an efficient implementation the idea described above is our ability to compute the states reachable from any state in $2^{n}$ steps in $n$ iterations. This can be done by applying the iterative squaring technique introduced in [34] on the transition relation of the $(n, k)$-NLFSR. We use reduced ordered BDDs for representing the set of states and the transition relation implicitly using a formula in propositional logic. This makes the implementation of iterative

TABLE III
$(n, k)$-NLFSRS WIth The period $2^{n}-1$. The next state functions $f_{i}$ FOR ALL $i \in\{0, \ldots, n-4\}$ are of type $f_{i}=x_{i+1}$.

| $(n, k)$ | Next state functions |  |  |
| :---: | :---: | :---: | :---: |
|  | $f_{n-1}$ | $f_{n-2}$ | $f_{n-3}$ |
| $(5,4)$ | $f_{4}=x_{0} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{3}=x_{4} \oplus x_{0} \oplus x_{1}$ | $f_{2}=x_{3}$ |
| $(6,4)$ | $f_{5}=x_{0} \oplus x_{2} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{4}=x_{5} \oplus x_{2} \oplus x_{3}$ | $f_{3}=x_{4} \oplus x_{3}$ |
| $(7,4)$ | $f_{6}=x_{0} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{5}=x_{6} \oplus x_{1}$ | $f_{4}=x_{5} \oplus x_{1}$ |
| $(8,4)$ | $f_{7}=x_{0} \oplus x_{1} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{6}=x_{7} \oplus x_{1} \oplus x_{2}$ | $f_{5}=x_{6} \oplus x_{3}$ |
| $(9,4)$ | $f_{8}=x_{0} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{7}=x_{8} \oplus x_{0} \oplus x_{4}$ | $f_{6}=x_{7}$ |
| $(10,5)$ | $f_{9}=x_{0} \oplus x_{3} \oplus x_{6} \oplus x_{12} x_{13} x_{6}$ | $f_{8}=x_{9} \oplus x_{1} \oplus x_{7} \oplus x_{0} x_{10}$ | $f_{7}=x_{8} \oplus x_{2} \oplus x_{3} \oplus x_{7}$ |
| $(11,4)$ | $f_{10}=x_{0} \oplus x_{1} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{9}=x_{10} \oplus x_{1} \oplus x_{2} \oplus x_{6}$ | $f_{8}=x_{9} \oplus x_{2} \oplus x_{3}$ |
| $(12,4)$ | $f_{11}=x_{0} \oplus x_{1} \oplus x_{3} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{10}=x_{11} \oplus x_{3} \oplus x_{5}$ | $f_{9}=x_{10} \oplus x_{7} \oplus x_{9}$ |
| $(13,4)$ | $f_{12}=x_{0} \oplus x_{1} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{11}=x_{12} \oplus x_{4} \oplus x_{6}$ | $f_{10}=x_{11} \oplus x_{9}$ |
| $(14,4)$ | $f_{13}=x_{0} \oplus x_{1} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{12}=x_{13} \oplus x_{2} \oplus x_{8}$ | $f_{13}=x_{12} \oplus x_{8}$ |
| $(15,4)$ | $f_{14}=x_{0} \oplus x_{1} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{13}=x_{14} \oplus x_{5} \oplus x_{8}$ | $f_{12}=x_{13} \oplus x_{9}$ |
| $(16,7)$ | $f_{15}=x_{0} \oplus x_{6} \oplus x_{7} x_{9} \oplus x_{3} x_{6} \oplus x_{3} x_{4} x_{12}$ | $f_{14}=x_{15} \oplus x_{7} \oplus x_{10}$ | $f_{13}=x_{14} \oplus x_{10}$ |
| $(17,4)$ | $f_{16}=x_{0} \oplus x_{2} \oplus x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$ | $f_{15}=x_{16} \oplus x_{7} \oplus x_{11}$ | $f_{14}=x_{15} \oplus x_{14}$ |
| $(18,8)$ | $f_{17}=x_{0} \oplus x_{7} \oplus x_{4} x_{14} \oplus x_{3} x_{16} \oplus x_{1} x_{4} x_{15}$ | $f_{16}=x_{17} \oplus x_{7} \oplus x_{9} \oplus x_{12}$ | $f_{15}=x_{16}$ |
| $(19,6)$ | $f_{18}=x_{0} \oplus x_{8} \oplus x_{10} \oplus x_{4} x_{6} \oplus x_{8} x_{10}$ | $f_{17}=x_{18} \oplus x_{1} \oplus x_{10} x_{17} \oplus x_{11} x_{15} x_{17}$ | $f_{16}=x_{17}$ |
| $(20,5)$ | $f_{19}=x_{0} \oplus x_{3} \oplus x_{3} x_{5} \oplus x_{3} x_{6} x_{11}$ | $f_{18}=x_{19} \oplus x_{8} \oplus x_{6} x_{11} \oplus x_{6} x_{12}$ | $f_{17}=x_{18} \oplus x_{4} \oplus x_{13} \oplus x_{17}$ |
| $(21,7)$ | $f_{20}=x_{0} \oplus x_{11} \oplus x_{1} x_{6} \oplus x_{12} x_{14} x_{18}$ | $f_{19}=x_{20} \oplus x_{12} \oplus x_{4} x_{9} \oplus x_{9} x_{16}$ | $f_{18}=x_{19} \oplus x_{18}$ |

squaring very efficient. Unlike other compressed representations of relations or sets, BDDs perform the actual operations directly on the compressed representation, without decompressing its first.

Let $T^{j}\left(s, s^{+}\right)$denote the transition relation describing the set of next states that can be reached from any current state in exactly $j$ steps. For example, for $j=2$, the transition relation $T^{2}\left(s, s^{+}\right)$is computed as follows:

$$
\begin{equation*}
T^{2}\left(s, s^{+}\right)=\exists s^{++} .\left(T\left(s, s^{++}\right) \wedge T\left(s^{++}, s^{+}\right)\right) . \tag{2}
\end{equation*}
$$

By applying the squaring iteratively, we can obtain $T^{2^{j}}\left(s, s^{+}\right)$in $j$ steps for any $j$ [34].

We terminate the iterative computation of $j$ if it becomes equal to $n$, or if

$$
T^{2^{j}}\left(s, s^{+}\right) \rightarrow T^{2^{j-1}}\left(s, s^{+}\right),
$$

for some $j \in\{1, \ldots, n-1\}$, i.e. if we reached a fixed point.
Using the resulting transition relation, we can compute the set of states that can be reached from any state in $2^{n}$ steps as:

$$
C_{\text {all }}\left(s^{+}\right)=\exists s \cdot T^{2^{n}}\left(s, s^{+}\right)
$$

$C_{\text {all }}\left(s^{+}\right)$represents the set of states of all cycles of states of the ( $n, k$ )-NLFSR.

## B. Step 2

At the second step of the algorithm, we select some state $s_{\text {init }}$ of $S$ at random and compute the state reachable from $s_{\text {init }}$ in $2^{n}$ steps as:

$$
\begin{equation*}
s_{\text {cycle }}=\exists s .\left(T^{2^{n}}\left(s, s^{+}\right) \wedge s_{\text {init }}\right), \tag{3}
\end{equation*}
$$

where $s_{\text {init }}$ is represented by the formula

$$
s_{\text {init }}=\bigwedge_{i=0}^{n-1}\left(x_{i} \leftrightarrow \operatorname{init}_{i}\left(x_{i}\right)\right)
$$

with $\operatorname{init}_{i}\left(x_{i}\right)$ being the initial value of the state variable $x_{i}, i \in$ $\{0,1, \ldots, n-1\}$.

Note that the equation 3 always returns a single state.

## C. Step 3

After the state $s_{\text {cycle }}$ of a cycle is identified, we compute all states from which this cycle can be reached as follows.

First, a transition relation $T_{0 \ldots 2^{j}}\left(s, s^{+}\right)$which defines the set of all next states that can be reached from any current state in up to $2^{j}$ steps, $j \in\{0, \ldots, n\}$, is calculated as follows:

$$
\begin{aligned}
& T_{0}\left(s, s^{+}\right)=\bigwedge_{i=1}^{n}\left(x_{i}^{+} \leftrightarrow x_{i}\right), \\
& T_{0 \ldots 1}\left(s, s^{+}\right)=T\left(s, s^{+}\right) \vee T_{0}\left(s, s^{+}\right), \\
& T_{0 \ldots 2^{j}}\left(s, s^{+}\right)=T_{0 \ldots 2^{j-1}}^{2}\left(s, s^{+}\right),
\end{aligned}
$$

where $T_{0}$ is the transition relation which assigns the next state of any state to be the state itself, and $T_{0 \ldots{ }^{2}-1}^{2}\left(s, s^{+}\right)$is the square of $T_{0 \ldots 2^{j-1}}\left(s, s^{+}\right)$computed similarly to the one in the equation (2).

As previously, we terminate the iterative computation of $T_{0 \ldots 2^{j}}\left(s, s^{+}\right)$if $j$ becomes equal to $n$, or if

$$
T_{0 \ldots 2^{j}}\left(s, s^{+}\right) \rightarrow T_{0 \ldots 2^{j-1}}\left(s, s^{+}\right)
$$

for some $j \in\{1, \ldots, n-1\}$.
Using the resulting transition relation, we compute the set of states from which the state $s_{\text {cycle }}$ can be reached in up to $2^{n}$ steps as

$$
A(s)=\exists s^{+} .\left(T_{0 \ldots 2^{n}}\left(s, s^{+}\right) \wedge s_{c y c l e}\right)
$$

## D. Step 4

Clearly, by intersecting $A$ and $C_{\text {all }}$ we obtain all states belonging to the cycle $C$. If $C=C_{\text {all }}$, then the $(n, k)$-NLFSR has a cycle of states of length $|C|$ and the algorithm terminates. Otherwise, we compute the difference $S-A$ and repeat the steps 2,3 and 4 starting from a randomly selected state in the resulting set until $S$ is exhausted.

## VIII. Evaluation of the Algorithm

We have investigated whether the presented algorithms can be of assistance in finding ( $n, k$ )-NLFSRs with the period $2^{n}-1$ by evaluating a large number of randomly generated NLFSRs. To bound the random search, we have imposed the following restrictions:

1) The next state functions $f_{i}$ for all $i \in\{0, \ldots, n-4\}$ are of type $f_{i}=x_{i+1}$.
2) $f_{n-1}$ is the XOR of the product $x_{0}$, up to two other singlevariable products generated randomly, and the non-linear part $x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{2} x_{3}$. If no $(n, k)$-NLFSR with this structure and the period $2^{n}-1$ can be found, then the non-linear part of $f_{n-1}$ is of type $x_{i_{1}} x_{i_{2}} \oplus x_{i_{3}} x_{i_{4}} \oplus x_{i_{5}} x_{i_{6}} x_{i_{7}}$ where the indexes $i_{j}$ are generated randomly.
3) $f_{n-2}$ is a linear function consisting of the XOR of the product $x_{n-1}$ and up to three other single-variable products generated randomly. If no NLFSR with with this structure and the period $2^{n}-1$ can be found, then $f_{n-2}$ also has a non-linear part of type $x_{i_{1}} x_{i_{2}} \oplus x_{i_{3}} x_{i_{4}} \oplus x_{i_{5}} x_{i_{6}} x_{i_{7}}$ where the indexes $i_{j}$ are generated randomly.
4) $f_{n-3}$ is constricted similarly to $f_{n-2}$.

Note, that the configuration of $x_{i_{1}} x_{i_{2}} \oplus x_{i_{3}} x_{i_{4}} \oplus x_{i_{5}} x_{i_{6}} x_{i_{7}}$ may get reduced if some indexes are equal. For example, if $i_{1}=i_{2}$, then the product $x_{i_{1}} x_{i_{2}}$ reduces to a single-variable product.

Table III lists $(n, k)$-NLFSRs with the period $2^{n}-1$ for the smallest value of $k$ which we were able to find. Output sequences of all these NLFSRs satisfy the 1st and 2nd postulates of Golomb.
Current version of our algorithm is too memory consuming for functions larger than 21 variables. We are investigating a possibility to reduce the memory consumption by combining BDDs with Boolean circuits as in verification algorithms [35], [36].

## IX. Conclusion

In this paper, we introduce $(n, k)$-NLFSRs and derive some of their properties. This work is a first step towards developing a general theory of ( $n, k$ )-NLFSRs. Many important open problem remain, including deriving a lower bound on $k$ as a function of $n$ and the period length, finding an algorithm for constructing $(n, k)$ NLFSRs with a guaranteed long period and the minimum $k$, validating the potential advantage of a higher encryption speed offered by $(n, k)$-NLFSRs, estimating security of $(n, k)$-NLFSRs and performing statistical tests to evaluate their output sequences.
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