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Abstract -- This paper describes the use of a hierarchical de-
sign representation standard, CHDStd, as part of the architec-
ture of the Chip Hierarchical Design System (CHDS).  Details
are given on CHDStd-based hierarchy mechanisms and processes
required to support Forward Timing-Driven Hierarchical Design
capabilities needed for chip design using 0.25u - 0.18u technolo-
gies and beyond.  These capabilities solve some of the key chal-
lenges identified by the semiconductor industry’s Design Pro-
ductivity Crisis. This paper identifies the role of hierarchy for
handling difficult chip design information issues and for large
complex chip design.

I. INTRODUCTION

SEMATECH, a consortium focusing on advanced semi-
conductor technology, is developing a new design system,
Chip Hierarchical Design System (CHDS) for design teams to
design large complex chips for 0.25-micron technologies and
beyond. The need for improved EDA capability can be traced
the Design Productivity Crisis (DPC) [1] identified in the
1994 National Technology Roadmap for Semiconductors
(NTRS) [2]. Growing complexity in chip design is the result
of shrinking feature size, increasing functionality, and com-
plexity of large complex hierarchical designs. Figure 1 illus-
trates the DPC with chip complexity growing 58% annually.
Design productivity currently is growing 21% annually but
predicted to slow with future technologies.
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Fig. 1 - Design Productivity Crisis

Future designs will need significant increases in produc-
tivity in order to support greatly increased chip complexity
and design efforts.  One of the key strategies to keep growth
under control is use of greatly improved design representation
and, in particular, use of a hierarchy within the design repre-
sentation through development of a proposed high perform-
ance hierarchical chip design standard, CHDS Technical Data
(CHDStd).  This paper focuses on specific needs, use and
benefits of hierarchy facilities within CHDStd for designing
upcoming large complex deep submicron chips.

Section II describes the problems faced today for complex
design systems.  Section III describes basic CHDS require-
ments for CHDStd hierarchical capability.  Section IV de-
scribes various requirements for design hierarchy.  Section V
describes hierarchy divergence information handling within
CHDStd.  Section VI summarizes results of applying CHDStd
heirarchy technology within CHDS.  Section VII summarizes
conclusions about CHDStd advances using hierarchy.

II. PROBLEMS FACED BY TODAY’S CHIP DESIGN SYSTEMS

Overall, today’s design systems do not possess a strong
ability to support large complex chip designs, designed by
large design teams, with rapid timing-driven design iterations.
These systems do not handle design hierarchy decomposition
seamlessly, nor do they provide the ability to drive accurate
physical parasitic timing back up to higher levels in the design
process (e.g. architectural, behavioral or RTL design levels)
so that physical effects can be first predicted and then reveri-
fied higher in the design hierarchy and with earlier design
stages. This can only be achieved if knowledge of the evolu-
tion of the design interconnection is available down through
the design hierarchy, as detail grows, across all stages of de-
sign.

This paper details CHDStd hierarchical functionality
needed to solve design and EDA problems in the areas of
logical and physical design hierarchy divergence and man-
agement, and design hierarchy tracking backannotation.
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Fig. 2 - CHDS Overall architecture

III. CHDS ARCHITECTURE FOR 0.25U CHIP DESIGN

Fig. 2 shows the overall level architecture of CHDS.  At
first glance, it seems to be classic top-down approach com-
mon to many existing systems. However, there are fundamen-
tal differences between the details of CHDS and the EDA
support for complex chip design we have today. The problem
that CHDS system for timing driven logical and physical de-
sign is being challenged to solve is that chip designs with up
to 28M transistors must be done in the same period of time
with approximately the same design team size as for today’s
smaller chips, and still meet the tighter timing constraints that
are required by such designs. This implies at least a 4X in-
crease in designer productivity per process generation.

To achieve this goal, CHDS and CHDStd must provide
capability that works seamlessly on any design abstraction
level, including RTL, behavioral and above, be able to apply
physical, timing, and power constraints early while planning
the design, and drive them forward in the design process.  For
instance, early hierarchical physical design planning [3,4]
within CHDS allows the design to be decomposed and parti-
tioned recursively during early high-level design stages, with
related physical, timing and other performance constraints
apportioned accordingly.

The design must be hierarchically defined throughout the
entire design process so that designers can focus on a smaller
number of blocks or subdesigns at any given time and at any
level of the design hierarchy.  This will often also allow the
tools to run faster.  It is essential that hierarchy be defined and
properly implemented.  Given the expected complexity of
designs, there often cannot be just one simple description of a
design hierarchy; more likely there will be several.  For in-
stance, there may be a dominantly-logical hierarchy that a
chip architect uses to view a design from the system point of
view.  A chip designer may prefer to focus on a dominantly-
physical hierarchy that shows the partitions and critical inter-
connections of the chip. CHDStd must support this mix of
potentially diverging logical and physical design hierarchies.
CHDStd must manage correlation of design information be-

tween design hierarchies.

IV. GENERAL REQUIREMENTS FOR DESIGN HIERARCHY

At any point in the design process, both design teams and
EDA tools can only deal with one contiguous portion of the
design hierarchy.  That is, there must be a continuity of the
hierarchical netlist and the rest of the associated design data
for any EDA tool to be able to work with the data.  This is
fundamental as logical, behavioral, and physical design data
are all integrated together with a contiguous hierarchical
netlist.  Fig. 3 illustrates a typical chip design hierarchy.

. . .

Transistor Level

Leaf Cells

Macro Cells

Macro Cells

Macro Cells

Chip Top Level

Top Blocks:

Pads
Pads

Pads

Pads

Wiring: Poly, Metal

W
iring

: P
o

ly, M
etal

C
lo

ck, P
ow

er, Test

Over-the-cell Wiring

TRACKING

Fig. 3  -  Typical Chip Design Hierarchy with ‘Tracking’

To be clear in dealing with this subject, we first define
logical and physical design hierarchy:  A logical design hier-
archy includes, among other logical front-end design infor-
mation, a hierarchical netlist describing the block decomposi-
tion of a design (’things made of things’), with possible top-
level block estimated placement and timing.  This information
is, of course, developed during the early part of the design
process.  A physical design hierarchy consists of a block hi-
erarchy and associated interconnect including all detailed
physical design information such as floorplan, block place-
ment, and global and detailed routing.  Note that it still has
‘logical’ hierarchical netlist details and is concerns the same
chip design.

A. Relating Contiguous Logical and Physical Design hiera rchies

Taking the above into account, to establish connectivity
(join) between any part of one (e.g., logical or mixed) design
hierarchy and another (e.g., physical), the hierarchical con-
nectivity may only be stated in the following ways: 1) through
wiring the two hierarchies together at higher design levels, 2)
defining them as contained within the same CHDStd configu-
ration still with explicit connectivity, or 3) defining the actual
"traceability" (discussed later) between one design hierarchy
and another.  This is true regardless of the design information
to be connected or otherwise related between design hierar-
chies.



B. Connectivity At Tapeout

Tapeout in CHDS supports use of the traditional GDSII
format which, of course, includes no explicit connectivity,
much less hierarchical connectivity.  Since CHDStd includes
all detailed physical routing and hierarchical netlist informa-
tion., backend CHDS tools (e.g., DRC, HTB) therefore work
from CHDStd, and not from GDSII.

C. EDA Tool Needs for Locally Contiguous Hierarchy

Typically, a design team will intend to create one overall
design hierarchy that runs from the top of their design hierar-
chy to the bottom.  The overall design hierarchy, for various
reasons (methodology, tool limitation, designer’s own activi-
ties), often has discontinuities in it.  This is not necessarily
disastrous as the real requirement is that each EDA tool be
able to find the portion of the design hierarchy appropriate for
the processing that the tool does.  For instance, a detailed
router will be able to work just fine if the contiguous portion
of the design hierarchy it works from contains everything the
router needs.  Therefore, the design information must be cre-
ated so that the design hierarchy is LOCALLY contiguous for
the needs of each particular tool.

D. CHDStd Support for Large Teams Working Concurrently

When there are many designers working concurrently at
various points in the design hierarchy, and at various stages of
completion, the overall design hierarchy must at all times be
globally contiguous.  Prior to CHDStd, when this is not the
case, multiple design teams of a large design group had to
follow today’s methodology of continuously manipulating
design files in order to have useful data across each team’s
design activities.  CHDStd provides means to avoid this
problem area with large-chip large design teams.

E. CHDS Support For A Single Logical / Physical Design Hiera r-
chy

There have always been designs and design processes that
used a single design version and design heirarchy at any one
time.  In those cases, the physical information is an integrated
part of the logical design information.   An example of this
situation is when a design process flows a design down from
architectural to subsystem to behavioral to RTL design, RTL
synthesis occurs, then floorplanning, placement, and detailed
route, all without a break in the design decomposition.  These
types of design processes often may occur in small ASIC de-
sign processes, as well as occasionally in extremely large chip
(e.g., microprocessor) designs.  This is often the characteristic
of a design process that doesn’t want to (or cannot) tolerate
the time and resources needed to manage design hierarchy
divergence.

F. Separate Logical and Physical Design Hierarchy

As already discussed, there have always been designs and
design processes that created and/or utilized more than one
design hierarchy.  This situation has occurred typically for
two reasons:

    Design Limitations:  The design hierarchy has a break
typically from the physical design being developed without
keeping the logical design uptodate at the same design level.
The detailed implementation of a design may very well have a
very effective solution through use of some other netlist archi-
tecture. CHDS and CHDStd are required to support such
flows regardless of the type of information involved, without
extra effort on the part of the designers or main CHDS/EDA
tools, and without constraining the design methodology.

    EDA Limitations:  In the past, EDA tools often were
only capable of describing the logical and physical design in
separate design files types.  However, it becomes increasingly
difficult to keep logical-design files in sync with physical-
design files.  Also, late in the design, the focus is often almost
entirely on the physical design with few resources made avail-
able for keeping logical design files uptodate at the physical
design level. Again, CHDS and CHDStd should not impose
limitations on the design methodology, on what designers do,
or on what the EDA tools can do.

G. CHDS Requirements For A MIXED Logical and Physical D e-
sign Hierarchy

For CHDStd to provide consolidated and consistent sup-
port for the above range of needs, CHDStd needs to provides
means to have a mixed integrated logical and physical design
hierarchy.  Since physical-design information must contain an
imbedded hierarchical netlist, by providing a mixed integrated
logical and physical design representation, the imbedded
netlist may be the same netlist as required for the logical de-
sign.  CHDStd Requirements document [5,6] shows a high
level information model of a mixed integrated design repre-
sentation.  Other CHDS design representation needs lead to
CHDStd [7,8]needing to provide support, i.e., early high level
physical design planning and timing estimation done concur-
rently with front-end logical architectural and behavioral de-
sign.  In all these cases, there must be one coordinated netlist
that applies to all the design data and constraints at that level.

As the design flows down to more detailed design levels
(e.g., behavioral and/or RTL), the physical design and timing
design needs to be kept consistent with, and uptodate with the
logical design.  Once the design has been synthesized down to
the cell and macro cell level, detailed physical design (e.g.,
floorplanning, placement, routing, clock and power design)
begins.  To provide for static, dynamic, and other verification
means at one level of design detail, a consistent overall mixed
integrated design needs to be maintained.  For the least
amount of designer, tool, and EDA system effort, data popu-
lation, traceability and ECO complexity, it is often better to
deal with one design hierarchy at any one step of the overall
design process.

H. Design Hierarchy Divergence

Occasionally during a real design process, there may be a
discontinuity in the hierarchical netlist.  An example of this
might be when a designer decides to implement a portion of
the design using some other computer architecture and/or



mathematical paradigm, e.g., implementation of some “if-
then-else” portion of the control logic design as a state ma-
chine.  Such discontinuities are, therefore, often natural.  De-
sign steps often grow out of design process discontinuities,
though, that lead to the design hierarchy becoming disjoint
and, more importantly, staying disjoint.  The EDA tools
and/or designers may continue to refine the design at more
than one level or in multiple hierarchies (e.g., detailed routing
and editing). Also additional physical design detail may be
added without regard to the higher-level netlist or hierarchical
design level being worked on.

Design hierarchy divergence is not, therefore, about two
really different design hierarchies, but about difficulty of the
design system and designers simply keeping all the details of
design changes uptodate, regardless of the design processes.
With proper capabilities, divergence may be either avoided or
more easily handled than now.

V. CHDSTD SUPPORT FOR NAVIGATING ACROSS HIER-

ARCHY DISCONTINUITIES - ‘TRACKING’

We need, then, to navigate across any discontinuities in
the mixed design hierarchy.  To handle that and to achieve the
design effectiveness built into CHDS and CHDStd, the fol-
lowing CHDStd capability is provided.  The need for conti-
nuity across the design hierarchy leads to the CHDS require-
ment to identify and record the path or TRACEABILITY
across any discontinuity in the design hierarchy. As shown in
Fig 3., ‘Tracking’ (or allocation) information is captured by a
tool (or manually from the designer) and identifies how some
(e.g., lower level) design aspects implement an aspect of the
current block definition, e.g., how a port is mapped in some
non-obvious way in the block-instance connection(s) in some
lower level or separate design hierarchy.  Note that when hi-
erarchical decomposition is straight forward, the hierarchical
instantiation information is entirely sufficient so that
‘tracking’ data need not be recorded.

By ‘Tracking’ these “correspondence points” as timing
constraints and assertions are migrated down in the hierarchy,
we can later backannotate accurate design information back
up the design hierarchies and do accurate design reverification
or resynthesis.

VI. RESULTS

The proposed CHDStd hierarchical design representation
technology reported here has been implemented by the
authors and other EDA development teams in several design
systems, and previously used for the design of large complex
electronics products and chips.  The 'MUSER' hierarchical
design system was implemented for large computer systems
design within Honeywell (now Bull).  EDA efforts within
MCC using these techniques were capable of reducing 1M to
10M gate designs down to some 60,000 hierarchical instances
or fewer, assuming approximately 500 internal block designs

(CHDStd block_definitions) and 500 leaf cells and device
definitions.

SEMATECH's base technology for CHDStd has been in
ongoing use within IBM and several other companies and
successfully used for leading-technology large complex chips.
CHDStd is at present being used to implement the CHDS
system, and will be made available for general use by the
SEMATECH consortium member companies and, once com-
mercialized, by industry at large.

VII. SUMMARY AND CONCLUSIONS

The proposed CHDStd standard will be able to accommo-
date a range of design methodologies needed to implement
upcoming target 0.25u and beyond designs.  CHDS and
CHDStd supports separate logical and physical design hierar-
chy as well as support, whenever needed, a integrated logical
and physical design hierarchy.   This is achieved by providing
means for having a mixed logical and physical hierarchical
design representation and providing traceability to precisely
identify how to navigate across hierarchical discontinuities.

CHDStd hierarchical design capability for CHDS there-
fore comprises both a near-term solution and a long-range
vision for meeting the Design Productivity Crisis for 0.25u
technologies and beyond.  The detailed CHDStd capabilities
include significant enhancements needed for hierarchical logi-
cal and physical design, parasitic extraction, timing calcula-
tion and signal integrity checking to ensure that designs can
be implemented to meet functional and performance require-
ments at every level of design. Significantly more flexible
design processes are enabled as EDA tools implement and use
CHDStd hierarchy capability to their advantage.
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