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Abstract: In a high performance microprocessor
such as Digital's 300MHz Alpha 21164, the distribu-
tion of a high quality clock signal to all regions of the
device is achieved using a complex grid with multiple
drivers. The large capacitance of this distribution
grid together with the high clock frequency results
in substantial power dissipation in the chip. In this
paper, we describe techniques to size the intercon-
nect segments (thus reducing their capacitance) of
the distribution network while meeting certain de-
sign goals. These techniques place no restrictions on
the topology of the network being sized, and have
been successfully used on very large examples.

1 Introduction

The DC21164 microprocessor [4] is designed to operate at
clock frequencies of more than 300MHz, and contains over
9 million devices. The distribution of such a high fre-
quency clock signal throughout the chip is carried out us-
ing a complex grid with multiple synchronized drivers (Fig-
ure 1). Nearly half the power dissipated in the chip is due
to the charging and discharging of the clock node capaci-
tance (which includes the interconnect and device load ca-
pacitance).
The clock grid is designed to meet two goals:

1. The RC delay between the driver and any of the re-
ceivers is less than a speci�ed � > 0 (this ensures that
the clock skew between any two receivers is less than
�).

2. The average current in each metal segment is within an
electro-migration limit.

The grid sizing problem is: minimize the interconnect ca-
pacitance (by resizing layout segments) while meeting these
design goals. Recent papers have considered the problem of
sizing a clock distribution network which is a tree (for ex-
ample, see [7]). However the clock distribution network in
a high performance design is chosen to be a grid for perfor-
mance and design management reasons. In the DC21164[4],
this clock grid has over a million segments, over 25000 drivers
and over 200000 receivers. Consequently, there is a need for
algorithms for sizing these large non-tree networks.
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Figure 1: Clock grid

In this paper, we will describe some techniques for sizing
such grids. We will assume that an initial clock grid which
meets the design goals is available. Instead of obtaining
an optimal resizing of this initial grid, we are interested in
e�cient and scalable sizing algorithms which will produce
an appreciable capacitance reduction while maintaining the
grid's design goals. We will achieve this by reformulating the
sizing problem as a sequence of network problems, for which
we present e�cient solution techniques. Some of the results
obtained from the sizing of very large grids in two production
microprocessors from Digital will also be presented.

2 Preliminaries

The clock grid is modeled as a graph G = (V;E), with vertex
set V = f0; 1; 2; :::;Ng and edge set E. Each edge in E
represents either a metal segment or a contact between two
di�erent layers in the layout of the grid. Let D � V be
the set of driver nodes, which are driven by an MOS device.
Let R � V be the receiver nodes which correspond to the
loading points of the grid. We will assume that D and R
are disjoint sets. The node 0 is considered to be the ground
node.
An edge (i; j) in the grid has a resistance Rij > 0, capac-

itance Cij � 0 and an electro-migration limit Mij > 0 asso-
ciated with it. Each node i has a load capacitance Li � 0
associated with it (if i is not a receiver node, Li = 0). We
will de�ne the total capacitance at a node to be

Ci = Li +
X

(i;j)2E

Cij=2 (1)



That is, each edge in the network is modeled by a � equiv-
alent RC network (a long layout segment will be modeled
by multiple sections). We will assume that the resistance
of each segment is inversely proportional to its width. In
general, the capacitance is a monotonically increasing func-
tion of the width. However, in the discussion that follows,
we will assume that the capacitance of a segment is linearly
dependent on its width.
If the width is considered as an explicit variable in the

sizing problem, then we obtain a non-linear optimization
problem, which can be solved e�ectively only for small
networks[8] or for networks with limited topologies, such as
trees[7]. Instead, we will formulate the sizing problem so
that the widths are implicit variables, and are determined
in terms of network variables. This formulation is described
in more detail later in the paper.

2.1 Analysis of the Clock Grid

We will brie
y outline the analysis algorithm used to mea-
sure the performance of the grid. We are mainly interested
in the RC delay between the drivers and the receivers. A
�rst order approximation of the grid will be used to esti-
mate this delay. Assume that the grid is initially charged up
to VDD volts, the supply voltage. All the drivers in the grid
are turned on at time t = 01, and the grid discharges to 0
volts. Then, the �rst order (single pole) [5] approximation
of the voltage at node i 6= 0 in the circuit may be written as
VDDe

�t=�i , where �i is the time constant for the discharge
of node i. If � = [�i] is the vector of time constants, then

� = G
�1
C (2)

where G is the N � N admittance matrix of the network
(obtained using nodal analysis [1], and C = [Ci] is the vector
of node capacitances. The RC delay to the node i will be
approximated by �i.
Thus, the �rst order estimates of the waveforms at the

nodes in the grid are obtained by solving a simple RI net-
work consisting of resistors and current sources. The resis-
tors in the RI network are the same as those in the original
RC network. At each node i, a current source of value Ci
is placed. The node potentials obtained by solving this RI
network are the time constants of decay of the voltage wave-
forms at the nodes. This solution also yields information
about the average current in each network segment. De�ne
the 
ow in edge (i; j) from i to j as

xij =
�i � �j

Rij

(3)

Then, if the clock period of the network is Tclk and the duty
cycle of the clock signal is 50%, then the average current in
edge (i; j) during the discharge of the grid is

Iij =
2VDD

Tclk
xij

We will require Iij � Mij to protect the grid from electro-
migration (EM) failures.

Remark: Assume that the edges in the RI network are
directed from higher node potentials to lower node potentials
(so that the 
ow in (3) is non-negative for each edge). Then,

1Connect each driver node to ground through a resistance

modeling the driver.

the 
ow values xij and the potential values �i satisfy the
following equations. For each edge (i; j) directed from i to
j,

�i � �j = Rijxij (4)

For each node i
X

(i;j)2E; i!j

xij �
X

(k;i)2E; k!i

xki = Ci (5)

Thus, given a set of 
ow and potential values in the network,
the resistances of the edges (and hence their widths) are
uniquely determined.

2.2 An approach to the sizing problem

Any reduction in the width of a layout segment will e�ec-
tively increase its resistance (and decrease its capacitance).
Such a change in the resistance will naturally alter the 
ow
and potential patterns in the network. Conversely, given a
set of 
ow and potential values in the network, the e�ec-
tive resistance of each edge can be determined, and this in
turn can be used to determine the width reduction of that
edge. For example: if an edge (i; j) has 
ow xij and its
end nodes have potentials pi; pj, then its e�ective resistance

is Reff
ij = (pi � pj)=xij. This corresponds to scaling the

width of (i; j) down by a factor of Rij=R
eff
ij (because the

resistance of the unscaled edge is Rij). Thus, we can work
with the 
ow and potential values and choose them to ob-
tain a reduction of the e�ective capacitance of the grid while
maintaining design goals.
We will assume that the edges in the grid are oriented so

that

1. there is at least one directed path from each receiver to
some driver, and

2. there are no directed cycles in the grid.

We obtain such an orientation by solving (2), and then di-
recting each edge from the node with higher potential (�) to
the node with a lower potential. The primary bene�t gained
by this simpli�cation is algorithmic e�ciency, as later dis-
cussion will show. The network G may then considered to
be a directed graph.
For each oriented edge (i; j) 2 E, introduce a 
ow variable

xij, and for each node i, introduce a potential variable pi. A
feasible 
ow in the network is a choice of 
ow and potential
values such that the following conditions are met. For each
edge (i; j), the 
ow variable must meet an electro-migration
constraint:

0 � xij � Mij

Tclk

2VDD

(6)

In addition, the resistance of the edge (i; j) is only allowed
to increase (only reduction in widths are allowed):

pi � pj � Rijxij � 0: (7)

For each node i, we must impose a 
ow balance constraint
(analogous to Kircho�'s current law):

X

i!j

xij �
X

k!i

xki = Ci (8)

Note that this constraint does not take into account the
reduction in edge capacitance due to scaling, and thus is
conservative. Finally, we impose the maximum RC delay
constraint:

0 � pi � �max (9)



where �max is the user-de�ned maximum RC-delay limit.
Given a feasible 
ow in the network, we de�ne an edge

e = (i; j) to be usefulwith respect to the 
ow if the following
conditions are met.

1. The 
ow xij > Cij=2.

2. The edge e is contained in a directed path of edges
(each satisfying the constraint in step 1), starting at
some receiver and ending at the ground node.

In other words, an edge e is useful if it is helping to transport
charge from some receiver to ground. If an edge is not useful,
it serves no purpose in the clock grid and may be safely
removed from the grid. Given a feasible 
ow, the width of
each useful edge (i; j) may be scaled by a trim factor

tij =
Rijxij

pi � pj
: (10)

without violating the RC delay constraints. This trimming
results in a reduction of the capacitance of the network.

2.3 The Sizing Algorithm

We will use the following algorithm to solve the clock sizing
problem:

1. Solve the network (as in (2)) to obtain the initial �
values, and orient the edges from nodes with higher �
to nodes with lower � .

2. Find a feasible 
ow that minimizes
X

(i;j)2E

Cijxij (11)

We will call this problem the 
ow redistribution prob-
lem.

3. Keeping the values of xij obtained in step 2, choose the
node potentials pi to maximize

X

(i;j)2E

Cij

Rijxij
(pi � pj) (12)

We will call this problem the potential adjustmentprob-
lem.

4. Delete all edges which are not useful with respect to the

ow and potential values obtained in steps 2,3. Scale
the remaining edges using (10).

Each execution of steps 1-4 will be termed a sweep of the
algorithm. It is of course possible to apply multiple sweeps of
the algorithm to further reduce the interconnect capacitance.

Remark: Consider the scaled network obtained in Step 4
above. Suppose we solve this network as in (2) to obtain
RC delay and average current estimates. It is easy to show
that the scaled network will always meet the RC delay con-
straints. However, the actual 
ows in the scaled network
could be di�erent from the 
ows at the end of Step 3. This
can happen because the edge capacitances in the scaled net-
work are less than (or equal to) the edge capacitances in the
original network, and the 
ow values in Steps 2 and 3 are
calculated based on the original edge capacitances. Conse-
quently, a reveri�cation step is necessary to ensure that the
currents in the scaled network are within limits. In practice
however, we �nd the average currents in the scaled network
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Figure 2: Example of grid to be sized

are usually less than those predicted by the 
ow values at
the end of Step 4.
Loosely speaking, the two linear programs described

above are a means of choosing 
ow and potential values so
that the widths of high capacitance edges in the grid are
trimmed. After solving the 
ow redistribution problem in
step 2, we obtain a minimum cost feasible 
ow, so that the

ow from a receiver is diverted into lower capacitance paths
to ground. After solving the potential adjustment problem in
step 3, we would e�ectively increase the potential di�erence
across the higher capacitance edges in the network, further
reducing their widths in the scaled network.
A simple example will help to illustrate the algorithm.

Consider the network shown in Figure 2. The load capaci-
tance at node 1 is 7F , edge e1 has capacitance C(e1) = 4F ,
and e2 has capacitance C(e2) = 2F . The edges are repre-
sented by their � models and the resulting RI network is
also shown. We are required to maintain the RC delay to
node 1 at less than 12 seconds.
The 
ow variables are i1 and i2, and the potential variable

is �1. The constraints on the variables are

i1 + i2 = C1 = 10: (13)

0 � �1 � 12 (14)

�1 � Rkik k = 1; 2 (15)

The solution to this 
ow redistribution problem is i1 = 0,
i2 = 10 and �1 = 10. This solution implies that e1 may
be removed from the network, and e2 will be left untouched.
We apply the potential adjustment next, and obtain �1 = 12,
to obtain a scaling of e2 by 5=6. Thus, after 
ow redistribu-
tion and potential adjustment, the total edge capacitance is
reduced by 72:2% (while meeting the RC delay constraint).
If we solve the sizing problem in Figure 2 exactly (this can

be done easily in such a simple example), we obtain a scaling
of e1 by 0 (that is, e1 can be deleted) and of e2 by 7=11.
Thus, the optimal solution results in an edge capacitance
reduction of 78:8%. As expected, there is an optimality gap
between the approximate solution in the earlier paragraph
and the exact solution. The causes for this gap are twofold:
In the approximate algorithm, we are not accounting for
capacitance reduction due to scaling during the 
ow and
potential adjustments. Secondly, we are not using the exact
nonlinear cost function, preferring to solve simpler problems
instead.
We note however, that multiple sweeps of the approximate

algorithm can narrow this gap by taking advantage of the
reduction in capacitance due to one sweep in the next. We
consider the scaled network after one sweep, recalculate the
capacitances of the remaining edges, and repeat the 
ow and
potential adjustment. Assume for now that the capacitance
is linearly dependent on the edge widths. Then, we �nd that
a second sweep scales e2 by an additional factor of 0:78. That



is, two sweeps of 
ow and potential adjustments yield a total
reduction in capacitance of 78:2%.

3 Implementation

For small clock grids, we could use a standard linear pro-
gram solver to implement the sizing algorithm. However,
when the grid has more than a million edges in it, we need to
develop alternative implementations of the sizing algorithm.
The 
ow redistribution problem is super�cially similar to
the well known min-cost 
ow problem[2]. Thus, we expect
that a network 
ow algorithm to solve this problem could be
devised. The potential adjustment problem is a generaliza-
tion of the shortest path problem, and we will demonstrate
a very e�cient network algorithm for its solution.

3.1 A network algorithm for the 
ow re-

distribution problem

Before proceeding, we introduce some terminology. Suppose
we have a feasible choice of edge 
ow and node potential
values in the network. An edge (i; j) is forward feasible if
xij < Mij. An edge (i; j) is backward feasible if xij > 0.
An edge (i; j) is critical if pi � pj = Rijxij. A path is
critical if every edge on it is critical. A node i is saturated
if pi = �max. A critical path for a node i is a critical path
starting at node i and ending at the ground node. A critical
path for a saturated node is termed a saturated critical path.
A legal cycle in the network is a closed path of edges,

where each forward edge (traversed from head to tail) is
forward feasible, and each backward edge (traversed from
tail to head) is backward feasible. The sets of forward and
backward edges in a cycle L are denoted by F (L) and B(L)
respectively. The incremental cost of a cycle L is de�ned to
be X

(i;j)2F (L)

Cij �
X

(i;j)2B(L)

Cij

The intersection of a cycle L with any path P yields a set
of edges. The e�ective resistance of this intersection is

X

(i;j)2F (L)\P

Rij �

X

(i;j)2B(L)\P

Rij

The potential drop across any edge (i; j) is de�ned to be
fij = Rijxij. The potential di�erence across (i; j) is gij =
pi�pj . The edge slack in (i; j) is de�ned as hij = gij�fij.
The potential drop along a path is the sum of the potential
drops in the edges of the path. If a node has in-degree 0 in
the network, it is referred to as a source node. The potential
drop to a node i (denoted by di) is de�ned as follows. If i is
a source node, then di = 0. Otherwise,

di = max
(k;i)2E

dk +Rkixki (16)

Thus, the drop to a node i is determined by the maximum
potential drop path from a source node to i.
The potential at a node i will be calculated as

pi = max
(i;j)2E

pj + Rijxij (17)

with p0 = 0 being the potential of the ground node. In
other words, the potential at node i is de�ned by the max-
imum potential drop path from i to ground. The potential

slack at a node i is de�ned as

si = �max � (pi + di) (18)

The 
ow redistribution problem is similar to the min-cost

ow problem, with the addition of the node potential con-
straints (7) and (9). Let us �rst characterize an optimal
solution to this problem. We have the following result:

Theorem 3.1 A feasible assignment of 
ow and potential
values in the network is optimal if and only if every negative
cost legal cycle has a positive resistance intersection with
some saturated critical path.

Proof: In the interest of brevity, we will omit the proof of
this Theorem, which is based on the duality theory of linear
programming.
The result in Theorem 3.1 provides the basis for an al-

gorithm to solve the 
ow redistribution problem. We start
with the feasible 
ow obtained by the initial solution of the
network, and then modify this 
ow in order to reduce the
cost. To obtain such a modi�cation, we look for a legal
negative cost cycle whose intersection with every saturated
critical path has a non-positive resistance.
Finding a negative cost legal cycle involves solving a

shortest path problem with both positive and negative
edge weights. However, the algorithms needed to solve
such a shortest path problem have worst case complexity
O(jV j3)[6], which is unacceptable for large networks. In-
stead, we use a di�erent approach, which borrows certain
from the out-of-kilter algorithm [2], and involves solving a
shortest path problem with non-negative weights.
We build a shortest path tree K which, for each node i in

the network, contains the minimum capacitance path from i
to the ground node2. Given a shortest path tree K, an edge
(i; j) is forward amenable if (i; j) 2 K, si > 0, and xij <
Mij. The edge (i; j) is backward amenable if xij > 0. An
amenable cycle is one in which all forward edges are forward
amenable and all backward edges are backward amenable. If
an amenable cycle exists, it is guaranteed to have negative
incremental cost and a non-positive resistance intersection
with every saturated critical path. An amenable cycle can
be found using a breadth �rst search [6], which has worst case
complexity O(jEj). Once such a cycle has been found, we
will check if a certain amount of 
ow can be sent around it,
and change the 
ow in the network accordingly. This process
of cycle 
ow adjustments is continued until no further cycle
can be found.

Algorithm 1:

1. Solve the initial network as in (2) to obtain �i; i > 0,
and orient the edges in the network using the initial
solution. For each directed edge (i; j) 2 E, obtain the
initial 
ow xij as

xij =
�i � �j

Rij

(19)

and set the node potential values as pi = �i for i > 0.

2. Find the shortest path tree K.

3. Calculate node drops di using (16).

2In the limit, if �max = 1, the optimal 
ow distribution will

only use edges from K.



4. Pick an unmarked backward amenable edge e = (i; j)
which is not in K. If no such unmarked edge exists,
stop. Otherwise mark e and proceed to the next step.

5. If edge e has positive 
ow, �nd an amenable cycle L
that traverses e backward. This cycle may be found
using an appropriate breadth �rst search starting at i.
If no such cycle L exists, go to the previous step.

6. Calculate the 
ow that can be sent along L as follows:
First calculate the total forward resistance in L as

Rf(L) =
X

(i;j)2F (L)

Rij

Next, calculate the minimum slack on L as

sL = min
(i;j)2F (L)

si + hij

The allowable 
ow adjustment around L is then calcu-
lated as

�fL = minfsL=Rf(L); min
(i;j)2F (L)

Mij�xij; min
(i;j)2B(L)

xijg

It can be seen that sending �fL units of 
ow around L
will maintain feasibility of the 
ow. If �fL is greater
than a small parameter � > 0, then send �fL units of

ow around L. Otherwise go to step 4.

7. Calculate node potentials (using (17)) and drops (us-
ing (16)) with the revised 
ow values, and go to the
previous step. Each execution of steps 6 and 7 will be
termed a cycle adjustment.

In the actual implementation of the algorithm, we sort
the edges in decreasing order of capacitance, so that in step
4 of the algorithm, edges with higher capacitances are con-
sidered earlier for 
ow reduction. Because we have chosen
an acyclic orientation in Step 1, every step in the algorithm
above (other than Step 1) has complexity O(jEj). The cost
of the 
ow is reduced by each cycle adjustment in Step 6,
and each cycle adjustment can be performed with worst case
complexity O(jEj).
It is not possible to predict the number of cycle adjust-

ments that will be needed before the algorithm terminates.
In practice, we set a limit on the number of edges that will
be considered in Step 4. The number of 
ow adjustments
for each edge picked in Step 4 is limited by choosing � to be
su�ciently large in Step 6. In general, this algorithm will
produce a sub-optimal solution to the 
ow redistribution
problem. However, we �nd that the reduction in intercon-
nect capacitance is appreciable for very large networks (See
Section 4).

3.2 An algorithm to solve the potential

adjustment problem

Let us state the potential adjustment problem formally. We
are given a set of 
ows fxijg in the network (we assume
without loss of generality that xij > 0 for each edge (i; j)).
We compute the node potentials pi for this set of 
ows using
(17). For each node i, de�ne

�i =
X

(i;j)2E

Cij

Rijxij
�

X

(k;i)2E

Cki

Rkixki
(20)

Also, let mi = �max � pi for each node i > 0, and for each
edge (i; j), let sij = pi � pj � Rijxij.

The potential adjustment problem requires us to choose,
for each node i, an adjustment �i � 0 such that

X

i2V

�i�i (21)

is maximized, subject to the restriction that

pi  pi + �i (22)

is a feasible potential distribution for the network (that is,
(7) and (9) are satis�ed).
In other words, we are asked to maximize (21) subject to

the constraints

�i � mi for each node i > 0 (23)

and
�j � �i � sij for each edge (i; j) (24)

We will assume that �0 = 0. This problem bears a certain
resemblance to a shortest path problem [3].
As before, we will �rst characterize an optimal solution

to the potential adjustment problem. This characterization
will yield a natural algorithm to solve the problem. Before
stating the result, we introduce some notation. Let A denote
the set of critical edges in the network, and de�ne a new
network N = (V; A). For each i 2 V , let Ui denote the set
of all nodes j such that there is a path in N from j to i
(include i in Ui). De�ne

�i =
X

j2Ui

�j (25)

and
�i = min

j2Ui

mj � �j (26)

Then, we have the following result. Once again, we omit the
proof in the interest of brevity. This result is also proved
using the duality theory of linear programs.

Theorem 3.2 A choice of � values satisfying (23) and (24)
is optimal if and only if

max
i2V

�i�i � 0 (27)

We use Theorem 3.2 to devise an algorithm to �nd the
optimal � values.

Algorithm 2:

1. For each i 2 V , set �i = 0.

2. For each i 2 V , calculate �i and �i. These can be
computed using a traversal of the network in O(jV j)
time.

3. Find an i 2 V such that �i�i > 0. If no such i exists,
stop because the optimal � values have been found.
Otherwise proceed to the next step.

4. For each j 2 Ui, set �j  �j + �i. Go to step 2.

Referring to Theorem 3.2, it is evident that this algorithm
will �nd the optimal solution to the potential adjustment
problem. The running time of the algorithm can be bounded
as follows. Let W � V be the set of source nodes in the
network N . It may be seen that after each execution of
step 4, at least one j 2 W has �j = mj. Thus, step 4 is
repeated at most jW j times. Each execution of steps 2,3,4
takes O(jV j) time. Thus, the running time of the algorithm
is O(jV jjW j).



Sweep No. Cap. Reduction CPU time
1 10:7% 18hrs
2 14:4% 19hrs
3 16:0% 19hrs

Figure 3: Summary of results for DC21064A grid

Sweep No. Cap. Reduction CPU time
1 3:7% 26hrs
2 6:1% 28hrs
3 8:3% 28hrs
4 9:6% 27hrs

Figure 4: Summary of results for DC21164 grid

4 Results

The algorithms described in this paper were implemented
in a CAD tool which was applied to several examples, of
which two were very large clock networks. The tool proved
its e�ectiveness by achieving signi�cant reductions in inter-
connect capacitances in all examples. We summarize the
performance of the tool on the two largest problems. All
CPU times were measured on a DEC 7000 Model 750.

4.1 Clock Network of DC21064A

The DC21064A microprocessor contains nearly 3 million
devices and is designed to operate at clock frequencies of
275MHz and higher. The clock grid contains 1015500 edges,
15660 drivers and 81300 receivers. The interconnect capac-
itance of the grid as initially designed was 1.4nF. The max-
imum driver-receiver RC delay was 0.16nsec.

We applied three sweeps of the sizing algorithm to the
problem, keeping the RC delay constraint at 0.16nsec. The
number of edges considered in step 4 of the 
ow redistri-
bution algorithm were limited to 10000. The results are
summarized in Figure 3.

We note that a signi�cant interconnect capacitance re-
duction of 16% was obtained by three sweeps of the sizing
algorithm, at the expense of about 3 days of CPU time.

4.2 Clock Network of DC21164

The DC21164 microprocessor contains over 9 million devices
and is designed to operate at clock frequencies of 300MHz
and higher [4]. The clock grid has 1279896 edges, 17670
drivers and 340665 receivers. The total interconnect ca-
pacitance of the initial grid was 2nF. The maximum RC
delay from driver to receiver in the network was 0.1nsec.
Thus, this network had signi�cantly more receivers than
the DC21064A case, and the RC delay constraints were also
more stringent.

After four sweeps of the sizing algorithm (with a limit
of 10000 set on the number of edges considered for cycle
adjustments), a reduction of 9:6 percent was observed in the
interconnect capacitance of the clock grid. The results are
summarized in Figure 4. The capacitance reduction on this
grid, though signi�cant, was less than that observed in the
DC21064A case, which could be explained by the tighter RC
delay constraint on the problem.

5 Conclusions

In this paper, we have presented a novel approach to size
high performance clock distribution networks with arbitrary
topologies. We presented a sizing algorithm which involves
the solution of a sequence of two linear programs. We have
presented e�cient network algorithms to solve these linear
programs. These algorithms have been e�ectively applied to
size very large clock networks in complex microprocessors,
and have provided substantial reductions in the interconnect
capacitance of these networks.
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