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ABSTRACT

This report describes Cycle-Approximate Estimation-Based Mapping (CAEBM) of a Model of Computation (MoC) to the given multi-core platform. In previous work, estimation precedes mapping, while cycle-approximate estimation follows mapping. Therefore, the estimates given by the existing estimation techniques is not very accurate, lowering the quality of mapping. Cycle-approximate estimation improves the mapping process but requires changes to it.

Our CAEBM is driven by recent changes in estimation technologies that allow fast cycle-approximate estimation. With an initial mapping, CAEBM iteratively uses cycle-approximate estimation and heuristics to improve the mapping in terms of execution time. A case study is performed with a multimedia application, in parallel, an MP3 decoder and JPEG encoder. CAEBM reduces the execution time by at least 36.3%.
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Abstract

This paper describes Cycle-Approximate Estimation-Based Mapping (CAEBM) of a Model of Computation (MoC) to the given multi-core platform. In previous work, estimation precedes mapping, while cycle-approximate estimation follows mapping. Therefore, the estimates given by the existing estimation techniques is not very accurate, lowering the quality of mapping. Cycle-approximate estimation improves the mapping process but requires changes to it.

Our CAEBM is driven by recent changes in estimation technologies that allow fast cycle-approximate estimation. With an initial mapping, CAEBM iteratively uses cycle-approximate estimation and heuristics to improve the mapping in terms of execution time. A case study is performed with a multimedia application, in parallel, an MP3 decoder and JPEG encoder. We use two different algorithms to find the initial mapping for CAEBM. CAEBM reduces the execution time by at least 36.3%.
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1 Introduction

A serious design challenge is posed by the enormous growth in the design complexity of embedded system designs has been led by ever-increasing user demands and the non-functional constraints that embedded systems are required to meet [1]. A popular way to meet the challenge, according to major technology roadmaps for semiconductors, is to raise the level of abstraction of system designs to the Electronic System Level (ESL) [2].

Many ESL design methodologies and tools begin the design process by capturing the functionality of the given applications in a Model of Computations (MoC). Capturing the system's functionality is followed by analysis, platform selection, and mapping. A survey of such design methodologies and tools can be found [3].

Yet in the mapping process of such design methodologies and tools, a dilemma arises. The dilemma is not unlike the “chicken and egg” conundrum. We call it the “estimation or the mapping?” dilemma. Estimation should precede mapping, while cycle-approximate estimation follows mapping.

Previous works take on the dilemma by selecting “estimation.” This is partially because cycle-approximate estimation took a long time.

In recent years, fast cycle-approximate estimation technologies such as [4] and [5] have been proposed. Nonetheless, cycle-approximate estimation still calls for mapping to be done and thus cannot be fed to the input of the existing mapping processes. CAEBM is the first approach that is driven by the new fast cycle-approximate estimation. CAEBM is an intuitive way of thinking as far as the facilitating of a mapping process via fast cycle-approximate estimation. Since cycle-approximate estimation needs mapping and is not so fast at covering the entire design space, CAEBM is a local search iteratively using cycle-approximate estimation and heuristics.

In this paper, we minimize the execution time of the system as much as possible with the help of cycle-approximate performance estimation technologies. The platform is given under cost constraints. A case study is performed with a multimedia application running an MP3 decoder and JPEG encoder in parallel. For comparison, we choose two algorithms to find initial mappings. The first is a variant of Strength Pareto Evolutionary Algorithm (SPEA) [6]. The second is a Load Balancing algorithm [7] that iteratively finds the local optimal in terms of computation.

The organization of the rest of this paper is as follows. Section 2 reviews the previous work. Section 3 describes the MoC we use in this paper. Section 4 explains CAEBM. Sections 5 discusses the case study and Section 6 offers the conclusion.

2 Previous Work

The problem of mapping a MoC to the given heterogeneous or homogeneous platform is a complicated one. In the past, a large volume of research has tried addressing the problem. Many different MoCs are used to capture and analyze the system. Various algorithms such as Integer Linear Programming (ILP), graph-based approaches, Ant Colony optimization, various multi-objective evolutionary algorithms such as SPEA or SPEA II [8] are used to perform single or multi objective optimizations with the given MoC and the platform. [9], [10], [11] and [12] focus on Synchronous Data Flow (SDF) [13], [4] [6] [14] target process network models such as a Kahn Process Network (KPN) [15]. [16] uses dynamic data flow models to specify and analyze the
system. [17] assumes that the given application is converted to a Hierarchical Task Graph (HTG) [18].

As depicted in Fig. 1a, these works required the estimation process to precede the mapping process. In such a case, several crucial factors impacting the optimization goals may go unconsidered. Examples include bus contention, RTOS scheduling policies and overhead of each RTOS operations. Nonetheless, since cycle-approximate estimation was very slow, it might be the only way to answer to “estimation-or-the-mapping” dilemma.

In recent few years, fast cycle-approximate estimation technologies have been deployed [4] [5]. Now, cycle-approximate estimation achieves both accuracy in estimation and speed, contradictory achievements. The key is to annotate the application based on the given mapping and to generate a simulation model executed on the host machine(s) from the mapping. [19] added RTOS overhead estimation to the fast cycle-approximate estimation. However, mapping must still precede cycle-approximate estimation, which indicates that cycle-approximate estimation cannot be fed to the input of the existing mapping processes. Our CAEMB implements the changes in the mapping process that are required to utilize fast cycle-approximate estimation. Figure 1 shows the differences between CAEMB and previous work. CAEMB starts with an initial mapping instead of a given estimation. The given mapping is cycle-approximately evaluated and heuristics generates a small number of candidates to be cycle-approximately estimated. The loop terminates if the time limit is elapsed or the design constraints are met. Since the initial mapping is given by any previous work, CAEMB is also complementary to the previous work.

3 Application Model

In this paper, we use a Program State Machine (PSM) [7] to capture the application. A general MoC should have concurrency, the concept of states, imperative program-
ing languages, dynamic data-oriented behaviors, structural and behavioral hierarchy, etc. PSM is one such general MoC.

An application is a hierarchical program state. Each program state can be recursively defined as either a leaf program state called a process, a decomposition of parallel program states, or state transitions among sequential program states. Any pair of program states may communicate over one or more channels.

Figure 2 shows a simple PSM example. The PSM is sequentially decomposed into two program states: p0 and program state1. P0 is a process, or, interchangeably, a leaf program state. A process is a function written in an imperative programming language such as C. Program state1 is also decomposed into two parallel processes: p1 and p2. P1 and p2 communicate over a channel. Likewise, in general, p0 and p1 can also communicate over a channel such as a memory channel.

4 Cycle-Approximate Estimation Based Mapping

4.1 Overview

Figure 3 describes how CAEBM works. Figure 3a is the input PSM and the platform with two processing elements. DSP0 is twice as fast as CPU0. The numbers on each process is the execution time of the process on CPU0. In this example, the major problem is to select PE to locate p2.

The assumption in this example is as follows: Although p2 seems to be in parallel with the others, p0, p2, and p1 run sequentially due to the data dependency. In this simple example, the actual order of execution may be easily known ahead of time. However, in general, there are at least several tens of processes and channels. The execution order may vary depending on RTOS scheduling policies, communication routing, bus arbitration policies and many others. Thus, the actual execution order is not predictable before cycle-approximate estimation.

Figure 3c shows a mapping based on estimation that ignores data dependencies. The mapping compares Figure 3e and Figure 3g, although Figure 3e is different from the actual timeline of Figure 3e. Even though the mapping algorithms resulting in Figure 3c is the optimal, the wrong estimation misleads the design decisions. The estimated execution time of mapping in Figure 3c is 150, while the actual execution time is 250.

CAEBM fails to see every possible mapping. However, CAEBM compares mapping near the initial mapping depicted in Figure 3c based on cycle-approximate estimation. Thus, CAEBM makes a decision based on the right timelines: Figures 3f and 3g. Since these three processes are completely sequential, running all of them on the same PE is optimal in terms of execution time. Therefore, CAEBM move p2 to DSP0.
Figure 3: CAEBM
4.2 Algorithm

Figure 4 describes the algorithm of CAEBM. An initial mapping is given. Cycle-
approximate estimation is performed on the initial mapping. CAEMB uses heuristics
and this cycle-approximate estimation to construct a set of candidates for the map-
ing that is fed to the input of the next iteration. From the constructed set, CAEBM
identifies the best candidate. This decision is based on the cycle-approximate estima-
tion on each candidate in the set.

The loop terminates if the given time is elapsed. In addition, the loop terminates if
two local optimums are found. A local optimum is defined as the mapping satisfying
the following two properties:

- A local optimum found at \( i^{th} \) iteration is better than the mapping constructed at
  \((i-1)^{th}\) iteration.
- A local optimum found at \( i^{th} \) iteration is better than any other mapping in the
  candidate set \( S \) constructed at \( i^{th} \) iteration.

The local optimum that comes first may not be sufficiently close to the global opti-
um in many applications. Thus, CAEBM finds \( i^{th} \) local optimum instead of the first
local optimum. \( i \) could vary depending on the given applications and we use 2 in this
paper. The size of the candidates set \( S \) is \( k \). The greater \( k \) is, the smaller the number
of iterations. \( k \) could also vary and we use 2 for it.

In construction of the candidate set \( S \), heuristics are necessary. If \( P \) is the set
of processes and \( V \) is the set of PEs, the number of different mappings can be as
high as \( \|P\|^{|V|} \). The \( \|P\|^{|V|} - 1 \) mapping excluding the current mapping \( M \) could
be elements of \( S \). Performing cycle-approximate estimation on all of these mappings is not
feasible. Therefore, we use heuristics using the cycle-approximate estimation on \( M \),
choose only \( k \) candidates among the \( \|P\|^{|V|} \) mapping and perform cycle-approximate
estimation on the selected candidates only.

Since CAEBM is a local search, we construct each element of \( S \) by selecting a single
process and move it to an other PE. Therefore, the objective function \( f \) is defined with
domain \( P \) and codomain \( V \) as follows:

\[
f(p_i, v_j) = w_0 \sum_{p \in \mathcal{U}(p_i)} \text{ExecutionTime}(p) + w_1 \sum_{p \in v_j} \text{CommOverhead}(p_i, p) + w_2 \text{Par}(p_i, v_j),
\]

where \( p_i \in P, v_j \in V, w_0, w_2 \geq 0 \), and \( w_1 \leq 0 \) \hspace{1cm} (1)

A small \( f \) indicates \( p_i \) is recommended to be mapped to \( v_j \). The idea is to balance computational loads, to map the processes together if there is large data transactions between the processes, and to exploit parallelism. Thus, \( w_0 \) and \( w_2 \) is a positive coefficient, while \( w_1 \) is negative.

We compute \( f \) for all pairs of processes and PEs, and finds \( k \) pairs of \( p_i \) and \( v_j \) that have the smallest possible \( f \) and meet the following conditions as well:

- \( p_i \) is not now on the \( v_j \).
- Moving \( p_i \) to \( v_j \) does not fall into the mapping already visited.

Execution time of each process is in a table given ahead of CAEBM. We modified [5] to print the execution time of each process on each PE by a single TLM simulation. To compute the communication-overhead function, we record the total number of bytes in the transactions for every pair of processes respectively. This procedure can be completed by the same single TLM simulation as well. We divide the number of bytes by the bandwidth of the best route between \( p_i \) and \( v_j \).

Communication and computation must be taken into consideration and that is what \( \text{ExecutionTime} \) and \( \text{CommOverhead} \) functions are for. However, we include the \( \text{Par} \) function in the objective function \( f \).

\( \text{Par} \) function represents approximately how much the process \( p_i \) can be executed in parallel with the processes on \( v_j \). To define \( \text{Par} \), we define \( \text{ParProcesses} \) first. For any given two different processes \( p \) and \( q \), \( \text{ParProcesses}(p, q) \) is the minimum execution time of the processes if they are parallel processes in the PSM. Otherwise, it is the sum of the execution time of \( p \) and that of \( q \). \( \text{Par} \) is defined as follows:

\[
\text{Par}(p_i, v_j) = \sum_{q \in v_j} \text{ParProcesses}(p_i, q),
\]

where \( p_i \in P \) and \( v_j \in V \) \hspace{1cm} (2)

5 Case Study

5.1 MP3 Decoder And JPEG Encoder

We have chosen a computation-intensive multimedia application running a MP3 decoder and JPEG encoder in parallel. The PSM capturing the entire application is decomposed into two parallel program states. Two program states, MP3 decoder and JPEG encoder, are running in parallel. The number of levels of hierarchy is up to 3. There are 13 processes and 17 channels. A platform is randomly given under cost constraints. The platform consists of five different PEs and two buses.
For comparison, we choose two different algorithms to find the initial mappings for CAEBM. CAEBM starts each initial mapping, respectively. The first algorithm is Load Balancing (LB) [7]. LB is a heuristic that optimizes computation only. We also modify SPEA. SPEA [6] performs multi-criteria optimizations including approximation of execution time. We changed it to have a single optimization: execution time.

For each initial mapping, firstly, we measure the execution time by TLM simulation and compare the execution time to the estimate that each mapping uses. The objective function of SPEA is the maximum processing time, which is named by the authors. The processing time of a PE \(v\) is the sum of \(f_v^e\) and \(f_v^c\). \(f_v^e\) is the sum of execution time of each process on the PE. \(f_v^c\) is the sum of the delays due to data transactions in which any PE on the process is involved. The objective function is the maximum of \(f_v^e + f_v^c\). The objective function of LB excludes \(f_v^c\) from the formula.

<table>
<thead>
<tr>
<th>Mapping</th>
<th>Estimate</th>
<th>Execution Time</th>
<th>Error Percentage</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPEA</td>
<td>90.77 ms</td>
<td>112.17 ms</td>
<td>19.5%</td>
<td></td>
</tr>
<tr>
<td>LB</td>
<td>12.39 ms</td>
<td>65.71 ms</td>
<td>81.1%</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Errors in Estimation: SPEA and LB

TABLE 1 shows the estimates and the execution times. The estimates are different from the execution time by 19.5% and 81.1%. In addition to communication and computation, process scheduling due to data dependencies and control dependencies also greatly impacts the execution time but is not included in either objective function. Therefore, the errors are not small, which indicates there is room for improvement.

Figure 5 shows the changes in execution time during the improvement process of CAEBM. In Figure 5a and Figure 5b, the initial mapping is LB and SPEA. CAEBM iteratively improves each of these initial mapping. The execution time is recorded at every iteration. The ratio of the execution time over the initial mapping is depicted in Figure 5a through Figure 5b. The X-axis is the number of iterations, while Y-axis represents the ratio of the execution time over the initial mapping. The CAEBM improvement process stops since the second local optimum is found. In all cases, there are improvements in execution time. The execution time is reduced at least by 36.3% compared to the initial mapping.

SPEA basically targets applications captured in a process network. In a process network, every task is assumed to run in parallel even though the tasks run sequentially due to data dependencies. In the estimation used by LB, neither communication overhead nor control flow of the application is considered. On the contrary, the heuristics used by CAEBM has a tendency to separate parallel tasks. Thus, the execution time is reduced during iterative iterations.

6 Conclusion

In this paper, we have described Cycle-Approximate Estimation-Based Mapping, which offers different answers to the "which comes first, estimation or the mapping?" dilemma. The mapping relies on the help of a recent remarkable change in estimation technologies: cycle-approximate estimation. With an initial mapping given by any previous work and its cycle-approximate estimate, CAEBM iteratively uses cycle-approximate estimation and heuristics to conduct a local search to meet the design constraints. The optimization goal is to minimize execution time. The case study is
Figure 5: Changes in The Ratio of Execution Time over The Initial Mapping During CAEBM’s Process on MP3 + JPEG Application

performed with a multimedia application running an MP3 decoder and JPEG encoder. According to the case study, CAEBM improves, in terms of reduction of execution time, the design given by any initial mapping algorithm by 36.3%.
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