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ABSTRACT

A method has been developed to identify video shots of the
same scene where camera flash lights are observed, and the
method has been tested by using it to detect such shots from
a large TV video archive. Camera flashes are often used in
impressive scenes, such as interviews of important persons.
Because such scenes are broadcasted repeatedly on various
TV programs, a method for detecting them is a promising ap-
proach for semantic video indexing. The proposed identifica-
tion method is invariant to the differences in viewpoint, illu-
mination or any other visual environment because it depends
on comparison between temporal occurrence patterns of flash
lights. Furthermore, because each flash pattern is represented
with a binary array, the comparison requires low computing
cost. These advantages mean that the proposed method can be
considered to provide semantic and efficient video analysis.

1. INTRODUCTION

Environments to accumulate large amounts of video data are
becoming popular. For example, in our laboratory at the Na-
tional Institute of Informatics (NII), TV broadcasting videos
are accumulated in MPEG format. However the lack of an
efficient and convenient way to use them for various purposes
is still an important problem. As regards TV videos, people
are able to choose video segments from TV program guides,
but such information is created by humans and is not always
satisfactory for the audience.

One promising approach to solving this problem is the
“shot identification” method. This identifies pairs of shots of
the same scene: these shots are called “identifiable shots” in
this paper. Moreover, if identifiable shots are detected from a
large video archive, the existence of semantic relationship be-
tween them is simultaneously clarified. This provides useful
information for semantic recognition of video archives. For
example, scenes broadcasted many times can be considered
as containing some important contents.

We call shots in which camera flash lights are observed
“flash shots”. We introduce a method to detect identifiable
flash shots. Although this method can deal only with flash
shots, it is a good approach to getting semantically meaning-
ful relationships from video archives because flash shots are
often impressive for the audience.
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The rest of the paper is organized as follows. The back-
ground of the research is outlined in Section 2. In Section 3,
the algorithm used in the identification is given. Section 4 de-
scribes our experiments and evaluations. The conclusion and
future work are discussed in Section 5.

2. BACKGROUND

Compared with other existing methods of video analysis, the
method proposed in this paper has three characteristics.

Identification of shots not frames
Many studies have defined similarity between images. Most

of them are based on feature values in images, such as color
histogram and feature points. However, our goal is the iden-
tification of shots not images. For this purpose, our method
uses not only image features themselves, but also how they
changes through a shot. The “flash pattern” which means the
occurrence pattern of frames where flash light is used, is the
criterion for identification in our method. This approach en-
ables the identification by the shot rather than by the frame.

Availability in huge video archive

Our method consists of two operations: flash detection
and pattern comparison. They can be formed with simple cal-
culations by using physical properties of flash lights which
are described in detail in Section 3. These simple calculations
mean that our method has rather low computing cost and can
be applied to huge video archives. This is a big advantage
over other video analysis algorithms that use complicated pa-
rameter estimation.

Invariance to cameras, temporal offsets and added cap-
tions

Identifiable shots are detected even if they are taken by
different cameras(Fig.1) because the identification is based on
temporal flash patterns as mentioned above. Furthermore, if
there is temporal offset between shots or different captions are
added to each shot, the identification works still accurately.
This invariance enables identification over different TV pro-
grams and broadcasting stations. Some researchers have been
tackling similar problem which is called “image near dupli-
cate detection”. By using this expression, our method can be
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said as “shot near duplicate detection”.

Fig. 1. Identifiable shot

3. ALGORITHM

The identification method consists of two steps: flash detec-
tion and pattern comparison.

3.1. Flash detection

Before flash detection, videos are divided into shots. Shot
changes are detected by examining the difference between
color histograms between frames, but shot change detection
is not the concern of this paper. Proper shot detection is pre-
supposed.

First, the average luminosity of every pixel is calculated
from every frame and if it rises and falls rapidly in few frames,
it is considered that flash light is taken at a frame of local
maximum average luminosity (Fig.2). Such a frame is called
a “flash frame” in this paper.
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Fig. 2. Average luminosity changing through the flash shot

This method seems very simple but it can detect almost
all flash frames. However, many false-positives remain. Fig.3
shows examples of them.

In the shot of Fig.3(a), a fluorescent light blinks regularly.
In the shot of Fig.3(b), snowflakes fall and a light turns on
and off. In the shot of Fig.3(c), a fire flickers. In each of these
examples, the average luminosity changes similarly to that in
true flash shots. In order to avoid these false-positives, two
further operations are applied. These are detailed in next two
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Fig. 3. Examples of false-positives

paragraphs.

Validation by matching frames (frame validation)

It is assumed that when the frame rate is high enough,
the motions of objects between adjacent frames must be very
small. To the contrary, snowflakes or fires, which might cause
false-positives can change their locations or forms so rapidly
that the difference in pixel value between frames tends to be
large. Because of that, by matching the neighboring frames
of each flash frame, such false-positives can be differentiated
from true flash shots.

First, in order to eliminate the effect of camera motion
such as panning or zooming, optical flow values are estimated
and the neighboring frames of the candidate flash frame are
translated according to these values. Next, new two images
are created by subtracting each translated image from the flash
frame in pixel intensity. (In Fig.4 which shows this operation,
these images are called “luminosity difference images”.) Ide-
ally, pixel values in these images should correspond to only
the effect of flashlights. Therefore if a pixel in one image
has high intensity, that is to say, the pixel is affected by flash
light, the intensity of the corresponding pixel in another im-
age should also be high.
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Fig. 4. Frame validation

Based on this supposition, the distance between the two
created images is defined:

n
N

where n denotes the number of pairs of corresponding

dframe =



pixels in which only one pixel intensity is higher than some
threshold and IV denotes the number of pairs of correspond-
ing pixels in which at least one pixel intensity is higher than
the threshold. In this definition, if d ¢,qme 1S low, it is consid-
ered that flash lights is used in that frame.

Validation of temporal occurrence patterns (pattern vali-
dation)

In order to discriminate between true flash shots and other
types of false-positives, the temporal occurrence pattern of
the flash frame (flash pattern) is validated. For example, a
blinking fluorescent light gives a visual effect that is simi-
lar to that of flash light, so frame validation cannot deal with
such false-positives. Pattern validation, however, depends on
the assumption that the occurrence of flash lights follows the
form of a Poisson arrival because they are produced by hu-
mans. Therefore the observed flash pattern is compared with
the Poisson arrival model.
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This is the distance in a histogram of intervals of flash
frames, where f; denotes the observed number of intervals
whose length is ¢ frames, p; denotes theoretical probability,
and n is the total number of intervals. If dpqitern is higher
than some threshold, the pattern should be a false-positive.

3.2. Pattern comparison

To compare any pair of patterns, we defined a method to com-
pare two patterns of the same length. When two patterns
are given, every flash frame in one pattern is checked to see
whether the corresponding (or adjacent) frame in another pat-
tern is also a flash frame. If both frames are flash frames, they
are considered to be “matched”. Then the ratio between the
number of matched flash frames and the number of all flash
frames is defined as the similarity between patterns. This sim-
ilarity can be considered as a kind of edit distance. However,
our matching criteria do not require that two flash frames be in
exactly corresponding frames. If one is found in an adjacent
frame, the two frames are also considered to be matched.

similarity = max (sim)

Fig. 5. Calculation of similarity between shots
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This local similarity is calculated with every temporal off-
set (Fig.5). Global similarity between two patterns is defined
as the maximum local similarity. This value is used in com-
parison between shots: pairs that have high similarity are con-
sidered to be identifiable shots. Thresholds of shot length and
the number of flash frames are applied for accurate compari-
son. These parameters also guarantee the uniqueness of each
pattern.

4. EVALUATION

First, flash frames were detected from 80 hours of video ex-
tracted from our video archive (Section 1) by applying the
method described in 3.1. Ground truth is examined manually.
Based only on average luminosity, 928 shots were detected
as flash shots, and 709 shots among them were confirmed to
be true-positives. Because the threshold of the change in aver-
age luminosity was set to a rather low value, recall was almost
100%. The total length of these flash shots was about 3 hours,
which is about 3.5% of all of the examined videos.

4.1. Flash validation

The two validation methods described in 3.1 were applied to
the detected flash shots. Figs.6 and 7 are the results, which
are histograms of true-positives and false-positives about each
validation value.
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Fig. 6. Histogram of true-positives and false-positives after
frame validation

Table.1 is the result of flash detection from another 80
hours of videos. Based on the results of the previous exper-
iment, shown in Figs.6 and 7, the threshold of each valida-
tion value was set to 0.25 (frame validation) and 80.0 (pat-
tern validation). Precision improved to over than 90% due
to validations, and such high precision in flash detection also
makes the accuracy in the detection of identifiable shots much
higher.

4.2. Pattern comparison

Similarity as defined in 3.2 was calculated for every pair of
flash shots found in the 80 hours of videos. Fig.8 is the his-
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Fig. 7. Histogram of true-positives and false-positives after
pattern validation

method recall | precision
Detection by average luminosity | 100% 76.4%
Frame validation 93.9% 87.9%
Pattern validation 93.1% 90.4%

Table 1. Precision-recall of each flash validation

togram of the similarities. There are 213 true shot pairs in this
data set. In this histogram, a gap between true-positives and
false-positives exist at 0.7-0.9. This shows the fact that a pair
of different flash scenes hardly ever has identical or similar
flash patterns. In fact, if the threshold of similarity is set to
0.8, about 90% of positive pairs are true-positives.
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Fig. 8. Histogram of similarities from every pair of flash pat-
terns

In this experiment, it took about 13 minutes to calculate
the similarities of all pairs. The time complexity of this search
s O(M?) (M denotes the number of flash shots). In that
sense, removing false-positives in flash detection by flash val-
idations is highly effective.

4.3. Detection results

Fig.9 is examples of detected identifiable flash shots. For each
pair of these shots, two shots were actually taken by different
cameras, different captions were added, and the shots have
different temporal offsets.
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Fig. 9. Examples of detected pairs

5. SUMMARY

The proposed method has been used to detect shots that con-
tain identical flash scenes from a large amount of video footage.
Because the method depends on comparison in temporal pat-
terns, the calculations of similarity were not affected by dif-
ferences of cameras, captions, temporal offset, or any other
environmental factors. This dependency on temporal infor-
mation is the characteristics of this method. However, no ap-
plication that uses the information detected by this method
has yet been constructed. This will be addressed in future
work.
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